6D

YK 004.89: 004.912

G.V. Dorokhina

Institute of Artificial Intelligence MES of Ukraine and NAS of Ukraine
Ukraine, 83048, c. Donetsk, Artema st., 118 b

The Algorithm of Syntactic Analysis
Based on Grammatical Rules

I'.B. /lopoxuna

Wuctutyt nnpodnem nckyccrsenHoro naresniekta MOH Ykpauns 1 HAH Vkpaunsl, r. Jlonenk
Vkpauna, 83048, r. loneuk, yn. Aprema, 118 6

AJITOPUTM CUHTAKCUYECKOTO aHAIN3A
HA OCHOBE I'PaMMAaTUYE€CKUX MPABUJII

I'.B. /lopoxina
[actutyT npoGaem mryunoro intenekty MOH Ykpainu i HAH Vkpaiuu
Vkpaina, 83048, m. JloHensk, Byd. Aptema 118 6

AJTOPUTM CUHTAaKCUYHOTO aHaJli3y
Ha 0a3i rpaMaTUYHUX MPaBUJI

W3noxen pa3paboTaHHBINM aJrOPUTM CHHTAKCHMYECKOTO AHAIN3a, BHITIONHAIOIINN MMOCTPOEHNE IepeBa 3aBUCH-
MOCTEl ISl MPOCTOTO PACIPOCTPAHEHHOTO HEOCI0KHEHHOTO NPEUTOKEHHSI PYCCKOTO S3bIKa. AJITOPUTM HAXOIUT
CJIOB I1apbl, MEKAY KOTOPHIMM BO3MOXKHA CHHTAKCUYECKAas CBSI3b B COOTBETCTBUU C IPAMMATUYECKMMU IIPABUIAMU.
JInst BeIIEIEHAST TPEIUKATUBHOTO S/Ipa TPEJIOKEHHST MCTIONB3YIOTCS IMA0IOHBI MAHUMAJIBHBIX CTPYKTYPHBIX
CXEM NPEeITOKEHMIA.

KuroueBble cjioBa: CHHTAKCUYECKUI aHAIN3, TpaMMaTHYECKHe TIpaBuJla,

MPENT0KEHUS PYCCKOro A3bIKa, MPEAUKATUBHOE SIAPO MPEAT0KEHHUS.

The developed algorithm is called upon to build a dependency tree by the simple expanded Russian sentence. The
algorithm finds the words pairs between which the syntactic connection is possible. The algorithm finds these pairs
according to grammatical rules. The minimal structure schemes are used to represent a predicative base of sentence.
Key words: syntactic analysis; grammatical rules; Russian sentence; predicative base of sentence.

BukmaneHo po3poOiieHwii aNroprT™M CHHTAKCHYHOTO aHAJi3y, SKWil Oymoye HepeBO 3aleKHOCTEl Ui MPOCTOTO
TIOINPEHOTO HEYCKIIAIHEHOTO PEUSHHS POCIMChKOT MOBH. AJITOPUTM 3HAXOWTH CITIB TAPH, MK SKIAMH MOYKITABHIA
CHHTAaKCHYHMI 3B'I30K Y BIIMOBIIHOCTI 3 TpaMaTMYHUMH TpaBWiaMH. [[ig BUIINEHHS MNpeauKaTUBHOTO sfpa
MPOMO3HLIi BUKOPHCTOBYIOTHCA IIA0JIOHU MiHIMAJIbHUX CTPYKTYPHHUX CXEM peU€EHb.

Kuro4oBi cjioBa: CHHTaKCUYHHIA aHai3, TpaMaTH4HI TIpaBUila, peUYeHHs pOCiiCbKOi MOBH,
MPEAUKATUBHE SAPO PEYECHHS.

The difficulty of automatic syntactic analysis of Russian texts is caused by features
of the Russian language: free word order and the phenomenon of homonymy on
morphological and higher levels of language. Therefore, this problem is usually solved
using the statistical methods. Under this approach a large annotated textual corpora is used.
A creation of such corpora is a time-consuming task. Moreover, the solving of particular
tasks of text analysis only by statistical methods says few new for the fundamental
linguistics. Nowadays tools for automatic text analysis that based on linguistic methods are
not developed enough. This fact points to the importance of the research.
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The object of research is a simple sentence of Russian language that is expanded but not
semi-composite. It means that the sentence does not contain following constructions:
parentheses, absolute participial clause, homogeneous parts of the sentence. Considered in the
article sentences also should not contain conjunction, connective word, particle, interjection.

The subject of research is the method of building a dependency tree by the sentence.

The goal of research is to create the syntactic analysis algorithm based on
grammatical rules.

The proposed algorithm of Sentence Processing consists of following stages.

1. The morphological analysis of wordfroms.

2. Searching for pairs of potentially connected wordforms in the sentence.

3. Reduction a quantity of pairs of potentially connected wordforms.

4. Building of dependency tree.

The morphological analysis of wordfroms.

We execute the morphological analysis by using the Module of morphological
analysis of Russian words RDMA IAIl. This module is a dynamic link library for
Windows. The database of the module contains the paradigms of Russian words. Each
paradigm is a set of wordforms connected with their lemma (dictionary form). Lemma is
also considered a wordform. All wordforms are represented by pairs: spelling and
morphological information (MI). In this paper, the term «morphological information» is
used to mean a set of values of grammatical categories (e.g. Person: 1st person, 2nd
person, 3rd person; Number: singular, plural; Case: nominative case, genitive case, etc.)

The Module RDMA [IAI able to solve following problems: normalizing of word-
forms to the dictionary form (lemma); synthesis of all wordforms (paradigm) of word.

The output of function that normalizes a wordform is an array of pairs: lemma’s
spelling, MI of wordform. After the stage of morphological analysis the sentence S that
consists of N wordforms is represented by the vector:

S = (80 800 Sy ) - (1)
Here i means the wordform’s number in the sentence, s; is an array of interpretations

s; of i-th wordform:
S, ={81508)50008, } 2)

Each interpretation s’ is represented by pair: lemma’s spelling w) and

1
J
" of wordform:

morphological information m’

72 (3)
Searching for pairs of potentially connected wordforms in the sentence.
At the second stage we search pairs of potentially connected interpretations of
wordforms. Let us introduce a relation 7(x, y,f) . It accepts value 1, if the connection of

type ¢ is possible between the interpretations of wordforms x and y, such xes,, yes,,

i#j, teT. Herewith x is the main word of syntactic connection, y is the dependent
word and 7' is the set of syntactic connection types.
The set of syntactic connection types 7" is union of two subsets: 7m and 7a:
T=TmuTa, TmnTa=3.

Here Ta is a set of types of relation with the minor sentence parts (categorial agreement,
government, joining). The 7m is a set of relation’s types between the principal sentence parts.
This set we build using the minimal structure schemes (MSS) [1, p. 742-727] that declare a
predicative base of Russian sentences. The following reference designations are used in the
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table 1. The following reference designations are used in the table. The predicative aspect
of sentence is presented as: finite verb (J); finite copulative verb (Copy) (e.g. “ObITb ” — “to
be”, “kazaThcs” — “to seem”, “cTaHOBHTHCS — “to become™); infinitive (/nf), transfering
the specific modal meaning; impersonal forms of copulative verb — singular or plural of
copula in 3-rd face (Copg, Cop,i3). The nominative aspect of the sentence is presented
using name forms and adverbs: the noun forms of nominative and instrumental cases (Ny/s)
also the non propositional and propositional forms of any oblique case which are capable
to be combined with the copula (V. ); the adjective and passive particles forms of

nominative and instrumental cases, short form and comparative degree of the adjective

(Adj1/50); the adverbs, which are capable to be combined with the copula (4dvy,).

Table 1 — The minimal structure schemes

Ne Minimal structure Examples of sentence
scheme
1 | N Vs ["paun mpuierenu.
: Houpb Tuxas (tuxa). Hous O0b11a THXAs (TUXOH, THXA).
N1 Copy Adjisyy Hour Oputa THIIE IHS.
3 | NiCopsNys OH — ctyneHT. OH 061 cTyJIeHT. OH ObLI CTYJIEHTOM.
4 Jlom Ob11 ¢ mudrom. Yait — ¢ caxapoM. I'1a3a — HaBBIKaTe.
I'ma3a Obutn HaBbIKaTe. [Togapox — ceiny. [logapox ObLT
[Advye
CBIHY.
5 | InfVy Kyputh Bocmpemnaiocs.
6 Jlo3BOHUTBCS — TTpoGiemMa (ObUTo TPOOIeMOid).
Inf CopyNus JIFoOMTH MHBIX — TSHKENBIN KpecT.
7 [Ipomoimgats — pazymno. [ IpomouaTts — camoe pazymMHoe.
Inf Copr Adj s [Tpomoruars Obu10 pazymuo. [ IpoMoryars 6pU10 cambiM
pa3yMHBIM.
8 Mosyate OpLIO B €ro mnpaBwiax. MosuaTb — B €ro
Inf Copr N>
npaBuiiax. Momdars Obuto Heketatu. Uatu TpyaHo.
[Advy
B Marasun uaru (6bU10) CHIHY.
9 | Inf CopfInf OTtka3arbcst ObUTO OOUIETH.
10 | Vg3 Cwmepkaetcsi. EMy He310poBUTCSI.
11| Vo Ero obuaenu. B ximacce 3amymenu.
12 | Coppi Na. pr/AdVvp: Ot "ero ObuTH B Boctopre. C HUM OBLIN 3aIIPOCTO.
13 | Cops N, byner noxnap. beuta 3uma. OceHb.
14 | Copg Adjsn bruto TemHo.
15 | Cop,iz Adjg Pe3ynbraroM ObUTH JOBOJIBHBIL.
16 | Inf BreITh TIO-Bamemy.
17 | Copss Na. o /Advye | Bynet 6e3 ocayikoB. bbiio mo3Ho.

Let’s set out each MSS by some templates (see table 2). The template is a sequence
of notations of rules which define if the relation 7 € Tm between x and y is possible.
These rules are described in tables 3, 4. We build templates only for sentences, which
predicative base consists of two words and more. Therefore, the table 2 does not contain a
template for the MSS Nel6.

The table 3 contains simple rules that define relations 7(x, y,¢) between the principal
sentence parts (¢ € Tm). There is defined if syntactic connection is potentially possible
using only following information:

— part of speech of principal word x and part of speech of dependent word y ;
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— sequence order of principal word x and dependent word y in the sentence
(‘direct’ — x stands before y; ‘indirect’ — y stands before x; ‘“any’ — sequence order of

principal word x and dependent word y in the sentence is unimportant);
- is a dash must be placed between the of principal word and dependent one.

Table 2 — Templates of the minimal structure schemes

MSS MSS template Example
1 K1 ['paum nprtereny.
K2 Hous Txas (Tuxa).
2 _KNC L+ KCAdj Houb Oplna THXas (TUXOMH, THXA).
Houb THime nus.
K3 OH — CTyJIeHT.
3 ~KNC L+ KCN OH ObUI CTYJIEHT.
KNC L + K3 6 OH OBbUI CTYJIEHTOM.
KNI Prept+ K Pr Nobj Yaif — ¢ caxapom.
KN Pred I'1a3a — HaBBIKATE.
4 K Nom_Obj ITonapok — chiHy.
_KNC L+ KCP+ K Pr Nobj JloM OBIT ¢ TUDTOM.
~KNC L+ KC Pr I'11a3a OBbLIIM HaBBIKATE.
5 K5 Kyputh Bocmpenanocs.
_KCI Nom+ K3 6 J103BOHUTBsI OBIIIO TPOOIIEMOIA.
6 ~KCI Nom + KCN Jlo3BoHMTHCSI ObLIA TpobIEMa.
K6 J103BOHUTBCS — ITpobIiema.
7 _KCI Nom + KCAdj [TpoMoirgaTh OBUTO pa3yMHO.
K7 ITpoMoyaTh — pa3ymHoO.
_KI Pred + K Pr Nobj MoJyath — B €ro npaBuax.
~ KI NomObj B MarasuH uaTy ChIHY.
8 _KI Pred MosyaTh HEKCTaTu.
_KCI Nom +  KCP + | Momuarh ObUIO B €T0 IIpaBUjax.
K Pr Nobj
_KCI Nom + KC Pr Mosgath OBUTO HEKCTATH.
_KCI Nom + KCI OTtkazatbest ObUIO OOUIETD.
9
K9 OTka3arbcs — OOMAETB.
12 ~KCP+ K Pr Nobj OT Hero OBUTH B BOCTOPTE.
_KC Pr C HUM OBLIH 3aMIPOCTO.
13 ~KCN Bynet noxmp.
14 K14 bbu10 TEMHO.
15 K15 Pesynbrarom ObLTH JOBOJBHEI.
_K Pr Nobj bes ocankos.
17 ~KCP+ K Pr Nobj byner 6e3 ocaakos.
_KC Pr b0 mo3nHo.
K17 I{BeToB ObLIO!

Symbol * (see tab. 3, 5) is used in notation of rules in order to specify that case of
depend word y is hang on the preposition x.
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Table 3 — Notation of simple rules that define syntactical connections ¢ € Tm

Notation of rule | Part of speech of principal (x) and Dash Sequence order
dependent (y) words of words
x | Verb (infinitive)
KS y | Verb (non infinitive) any
x | Verb (infinitive)
+
K9 ) | Verb (infinitive) any
x | Verb (infinitive) .
_KI Pred | Adverb direct
KI Prep x | Verb (l.n ﬁmtwe) + direct
-~ y | Preposition
x | Copula
_KC Pr | Adverb any
Noun
+
KN _Pred Adverb any
x | Copula .
Kl y | Verb (infinitive) direct
x | Copula e
_KCI Nom 5 [ Verb (infinitive) indirect
KCP x | Copula direct
- y | Preposition
K_Pr Nobj+ || Preposiion diret

The table 4 contains more complex rules that define relations 7(x, y,#) between the

principal sentence parts (¢ € 7m). These rules also use morphological information of
principal and dependent words, sequence order of principal and dependent word in the
sentence, acceptable parts of speech of words standing between principal word and
dependent one (separator), is a dash must be placed between the of principal and dependent
words. We apply following reference designations for grammatical categories of
morphological information and their values:

— Number (V,, N,) takes the values: ‘singular’ (*sing.”) and plural (‘pl.”);

- Case (C,, C,) takes the values: ‘nominative’ (‘nom.’), ‘genitive’ (‘gen.”), ‘dative’
(dat.), “accusative’ (“acc.’), ‘instrumental’ (‘in.”), ‘locative’ (‘loc.”);

— Tense (7%, T,) takes the values: ‘past’, ‘present’ (‘pres.”), ‘future’ (‘fut’);

- Gender (Gx, Gy);

— Person (£}, F}) takes the values: ‘first’(1), ‘second’ (2), ‘third’(3);

- Fofm of adjective (AdjFy, AdjF,) takes the values: ‘the positive degree’, ‘the
comparative degree’ (‘comp.’), ‘the superlative degree’, ‘short form” (‘short’).

These rules also include: logical operators ‘AND’ (&), ‘OR’ (v), ‘NOT’(!); wOrder
— the sequence order of words (‘direct’, ‘indirect’).

Let us consider the rules that belong to the set 7a . They identify relations with the
minor sentence parts: categorial agreement, government, joining (see tab. 5, 6).
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Table 4 — Notation of complex rules that define syntactical connections ¢ € Tm

Notation of Pa_rt O.f sioeech ch Sepa- Rule
rule principal (x) an rators
dependent (y) words
x | Verb (non infinitive) N=N, &C\= "nom.’& ((I:="past’v
Any F.=3) & (N="sing.”&G=G,Vv N=
y| Noun ‘pl.)v T="fut.’v T,="pres.”))
K1 x| Verb (non infinitive) N=N&C=nom. " &(T="past’y F,=3) &
- Any (N="sing.’&G=G v N="pl') v F.=F, &
y | Personal pronoun (T=fut. v T,="pres.”))
x| Verb (non infinitive) . ,
y | Cardinal numeral Any €= "nom.
x | Verb (infinitive) (Cy= ‘nom.’v AdjF,=‘short’ v
K7 v | Adjective Adverb | ygiF,~comp.”) & Dash
. | x| Verb (infinitive) . ,
_KI NomObj 7| NounvAdiective Any C,= ‘nom.
_ K NomObj ¥ | Noun 'Verb Cy= ‘nom.”C,= ‘nom.’
y | Noun
x| Copula | N,=N, & N="sing.” & F, =3&
K4 y | Adjective Verb AdjF,= short’
x | Copula | N,=N, & N="pl.’ & F,=3 &
KI5 y | Adjective Verb AdjF,=*short’
x| Copula ((Cy=nom.’vC,=in.”) &(T.= past’&
_KCAdj — Verb G=Gyv T'="fut.’vI,="pres.”)) v
y | Adjective AdjF,= short’ v AdjF,= comp.’
x | Copula _ EEPTS
K3 6 3| Noun Any N~=N, & Cy= ‘in.
x| Copula wOrder="direct’ & N=N,&C,="nom.’&
_KCN 'Verb ((TI'="past’VF=3)&(N,="sing.” & G,=G,
y | Noun VvN=‘pl’) v T,=fut.’v T,="pres.’))
x| Copula wOrder=‘indirect’ & N.=N,&C,=‘nom.’
_KNC L Verb &(T=past’vF,=3)&(N,=‘sing.’ &
y | Noun G =G NVN="pl")vT="fut.’vT,="pres.”))
x| Copula | i s Cea s PR
_KC_Pr | Noun 'Verb C,/="gen.” v C,=‘dat.” v C,="acc.
x| Noun C=nom.”’&(N,=N,&G,~G,&
K2 o 'Verb (C/=‘nom.” v
y | Adjective AdjF,=short’)WAdjF,=‘comp.”)
K3 x| Noun 'Verb C="nom.” & C,=‘nom.” & Dash
- v | Noun
x | Noun —< >
_KN1_Prep | Preposition any C.=‘nom.” & Dash
K6 x| Verb (infinitive) Werb | C,="nom.” &Dash
- v | Noun
x | Copula | . ,
_K17 ' Noun 'Verb C/# nom.
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Table 5 — Notation of simple rules that define syntactical connections € Ta

Notation | Part of speech of principal (x) Separators Sequence order
of rule and dependent (y) words p of words
X Verb
fai y | Adverb Any Any
X Verb
!
fa2 ¥y | Adverbial participle WVerb Any
X Verb
!
fa3 ¥y | Verb (infinive) HVerb Any
X Verb
!
las y | Preposition 'Verb Any
X Noun . -
las 7| Preposition Adjective v Participle | Any
X Noun . . .
las y | Verb (infinive) Adjective v Participle | Direct
x | Adjective
L7 y Adverb None Any
148 ¥ | Ad; ect1.\/.e None Direct
y Preposition
X Adjective .
129 » | Verb (infinive) Adverb Direct
la10* x__| Preposition Adjective v Participle | Direct
y Noun
X Adverb .
tal ) Adverb None Direct
Lal2 X Adverl? - None Direct
y Preposition

Table 6 — Notation of complex rules that define syntactical connections ¢ € Tm

Notation Part of speech of Sequence
of rule principal (x) and Separators | order of Rule
dependent (y) words words

ta3 al I\\gerb Any Any Cy# ‘nom.’

y | Noun

x | Noun (C,=C,VAdjF,= comp.”)&

— Adverb A T ’

a4 y | Adjective ver nw Ni=N&(Ni=pl.vG=Gy)

x | Noun Adjective v - ‘ ,
lats y | Noun Participle Direct | €7 "nom.

x | Adjective Adjective v - g ? e qar o —eioo
tate » [ Noun Participle Direct | C,="gen.” v C,="dat.” v C,=‘in.

The rules presented in the

tables 3-6 define the set of threes (x,y,f) for which
n(x,y,t)=1. It is possible to express all types of syntactic connections using threes
(x,y,t). A syntactic connection between x and y that is achieved by connective word z

(a prepositional government) we express using two threes: (x,z,t,), (z,,,).
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We search for pairs of potentially connected wordforms in the sentence using these
rules. Let us save founded pairs of potentially connected wordforms in the sentence S (2)-

(3)asasetR of threes (x, y,t):
R={(x,y.0)} :n(x,y,1)=1,
XES,VES,;,i# ]

(4)

Reduction a quantity of pairs of potentially connected wordforms.
The set of first components of this threes set will be marked as A (the set of

principal words), the set of second components the threes set will be marked as B (the set
of dependent words).

A={x}:3(x,y,t) e R
B={y}:3A(x,y,t)eR

We can build a dependence tree for the sentence if all it’s wordforms are connected
with one or more wordforms by syntactic connection.

Let us introduce the criterion of sentence’s connectedness: “At least one interpretation of
each wordform must belong to the set of principal words or to the set of dependent words.”

Vi=l,LN3zes, :ze(AUB) (6)

)

The sentence, which doesn’t satisfy criterion (6), is not syntactically connected. It is
possible that the sentence is written with error. The analysis of such sentences stops.

Let’s form vector S’ that describe sentence S . Each element S; of vector S is a

subset of §; . Members of § z, should belong to the set of principal words A or to the set of

dependent words B .
S’ = (840 8] yeen Sy )
s;Cs,:Vzes ze(AUB). 2
Thus we reduce a quantity of wordforms interpretations due to using as sentence’s
representation the vector S " instead of vector S .

Using a sentence’s representation S " we build a set of morphological sentence’s
markings. The D set of morphological sentence’s markings can be received as the

Cartesian product of sets which are the elements of a vector S "
D=5 x..x8 X..XS},
C g gk k k
D={d, :d, =(d,...d ,.dy)}

Most of morphological sentence’s markings dj are invalid. We reject such
morphological sentence’s markings using outlined below criterions.

Let’s create following sets in order to apply the criterion of sentence’s connectedness
to the morphological sentence’s marking dj: Fy — a set of components of morphological
sentence’s marking dj; Ry — a subset of set R (4) which contain an information about pairs

(8)

of potentially connected by syntactic relationship interpretations of wordforms l-k and

d ;c ; Ax — a set of the set of principal words of these pairs; By — a set of dependent words.
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F,={d/}.i=1,N

R, ={(x,y,t): (x,y,t) e R,xe F,,ye F,}
A, ={x: () € R}

B, ={y:(x.y.0€ R}

The following condition allows checking if the morphological sentence’s marking d
satisfies the criterion of sentence’s connectedness.

d*e(d4, UB,),i=1,N (10)

)

The morphological sentence’s marking d;, which does not satisfy criterion (10) is
unacceptable.

For the sentences considered in the paper it is possible to build a dependency tree if
the morphological sentence’s marking dj satisty following criterion: “A count of
wordforms which belong to the set of principal words but not belong to the set of
dependent words should not be more then 1.”

The next criterion deals with a prepositional government. Let P is the set of
prepositions of Russian language. The criterion is following: “Prepositions belong to both
the set of principal words of the sentence and the set of dependent words of the sentence.”

VzePNF,zeB, NA, (12)

We will continue further analysis of morphological sentence’s marking dj if it
satisfies the criteria (10)- (12).

Rm, ={(x,y,t) :(x,y,t) e R, ,t =t,,t, € h}

Building of dependency tree.

The pair (F}, Ry) describes the directed edge-labeled graph G;. The set Fj is a nodes
set of this digraph. The set Rk is a set of labeled edges (x.y.t). Here pair (x.y) is an arc
from x to y and t is a label of the edge. Required dependence tree is a subgraph of digraph
Gi.

But not all of them are the trees of syntax subordination (TSS). The decision on the
reasonableness of morphological sentence marking and admissibility of separate connections
from the R, set will be made in terms of the next criteria.

Digraphs simple connectedness which is designated by F and R, connections subsets
not contradicting the minimal structure scheme templates.

Equality of 1 demidegree of these digraphs peaks stopping. The Rk correspondence
to the h minimal structure scheme template is analyzed. For this the Rm={Rmi} set will be
put, where RmieRk is one type and this type is included to the h template

Rm, ={(x,y,t):(x,y,t) e R, ,t =t,,t, € h} (12)

If |Rm|<|h| the sentence doesn’t correspond to 4.

Let we put RM={rmy}, where < Rmilx..xRmjx..xRm] and rmy=((x1,v1,11),
vl yL ) if 1 >1 x1=x2,Vi>1 xj+1=yI.

The rmy element is a base for the TSS creation by the 4 template. Let g={(x.5,0)},
where (x,y,7) is the elements of rmy vector. It is necessary to add the minor connections of
the ¢ set.

c={(x"y.0): (XY ) e (R NnTa) =Ax,y,0)eg: (' =yvx'=x)}  (@13)
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Let’s mark & =&Y C. If the digraph (g’, Rk) is not single-connected, so it’s
impossible to create the correct TSS. Otherwise it’s necessary to solve a peaks problem
with an in-degree more than 1. For each such peak only one connection is left, according to
the requirement, that the way length from the root vertex to it is maximum. If there is one
peak in which the »n of competitive connections is brought on the ways of identical length,
it is considered that there is a syntax homonymy and all the n connections are correct and n
different TSS corresponds to the pair (Fk, g’).

The list of syntactically connected words pairs is a recognized correct g’ connections
combining, which are built on all Rm; for every F and /4 template.

Experimental system of sentence parsing.

As a result of developed algorithm programs implementation is created the experimental
system of sentence parsing. Input system’s data is the text, which consists of Russian words,
the sentences are ended with punctuation marks (“.”, “!1”, “?”, “...”), all the sentence’s words
are in the lower register (except the first word). The text, which is input from file, should be in
the Windows-1251 coding. See examples of system responses in tab. 7.

Table 7 — Examples of responses

X )t
Sentence . ;// ; JCII
CUJIeNn Mb1 K1 = EHAgIH
MEI cuenn Ha Mer{_K1)
CULIEITH Ha Upr
BOCBEMOM —|-Ha {Upr)
— Ha JTaXKe Upr 5. sraxe (Upr)
ITaxe BOCHEMOM Sogl goceroM (Sogl
Mionbekas HOYb Uronbckast Sogl SR , :I
= HouE §_KMNC_L
HOYb ObLIA Obu1a HOYb _KNC_ L Wranbckas (Sogl)
THXad ObLIa THXast _KCAdj THxan {_KCAd)
ObLT [lapens KNC_L S
[Tapens 6bLT p _ _ Mapers {_KNC_ L)
CIIOPTCMCHOM ObLI criopremeroM | K3 6 CNOPTCMEHDM |_K3_B)
. 5 OBLT Jlom _KNC L =l Bbin
oM eT 6e3 KNC_L
2 YA OBLI 0e3 KCP Eﬂ'DM (KNCL)
mudra = : - fies {_KCP)
oe3 mudTa _K Pr Nobj nadTa {_K_Pr_Meb{)
Kyputs —|- BOCMpEWLANTCE
Bocmpemanock | Kyputhb K5
BOCITPENTAIOCh pett yp - KyphTe (_KS)
JI03BOHUTBCSL | J[03BOHUTBCA | HPOBIEMOM _KCI Nom = fikino
OBUIO AozEoHMTECA {_KCT_Mom)
TpoGIeMoit ObLIO Ho3Bonutsest | KC Pr npofinemoi {_K3 )
IIpomoiryats OBLIIO IIpomommuate | KCI Nom = Bkino
OBLIIO ) Mpomonyate {_KCI_Mom)
pasyMHee 6b110 pasyMHee _KCAdj pasymHes {_KCAd])
Verymuts OBLIO Yerynute _KCI Nom = BEino
OBLIO B KCP YETynTe (_KCT_Maorm)
OBUIO B _ B {KCF)
npaBlIax B MpaBUJIaX _K Pr Nobj npaennasx (_K_Pr_Mobf)
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RESUME
G.V. Dorokhina

The Algorithm of Syntactic Analysis

Based on Grammatical Rules

The automatic syntactic analysis of Russian texts is usually solved using the
statistical methods. But the solving of particular tasks of text analysis only by statistical
methods says few new for the fundamental linguistics. Nowadays tools for automatic text
analysis that based on linguistic methods are not developed enough. This fact points to the
importance of the research. The object of research is a simple sentence of Russian
language that is expanded but not semi-composite. The subject of research is the method of
building a dependency tree by the sentence. The goal of research is to create the syntactic
analysis algorithm based on grammatical rules.

The article propose the The proposed algorithm of Sentence Processing consists of
following stages.

1. The morphological analysis of wordfroms.

2. Searching for pairs of potentially connected wordforms in the sentence.

3. Reduction a quantity of pairs of potentially connected wordforms.

4. Building of dependency tree.

We search for pairs of potentially connected wordforms in the sentence using
grammatical rules. All types of syntactic connections are expressed as using connections
between pairs of words. The paper contains the description of rules that allow defining if
two words are potentially connected. The connections between words forming predictive
base of sentence are considered in detail. Such connections are called the main
connections. The rest of connections we call the minor connections.

Each wordform in Russian may have some interpretation on morphological level due
to the phenomenon of homonymy. The way to reduce a quantity of pairs of potentially
connected wordforms is proposed. It allows reducing the computational complexity of the
algorithm.

We build the dependency tree as following. For the first we choose the sets of main
connections needed to form the predictive base of sentence. Then for each of this set we
build dependency trees by adding the minor connections.

Cmamuws nocmynuna 6 peoaxyuro 05.06.2014.

«IIITyynuii iHTENIEKT» 2014 Ne 4 179



