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Anomauia. Y oaniti cmammi npedcmasiena 060KpPOK0OBA MOOelb PeKOMEeHOAYIUHOI cucmemit, o sUKopu-
CMOBYE 63AEMOOONOBHIOIOYUM YUHOM MEXHIKU KOHMPACMHO20 AHANI3y ma MAMpuuHoi gaxkmopusayii.
Taxoorc Hadanull KopomKuil 0240 eapiayii Memooy MampuiHoi Gakmopusayii.

Knwwuogi cnosa: cucmemu pexomenoayiil, Mampuita (paxmopusayis, KOHMpACmHULl aHaai3.

Annomayua. B dannou cmamve npedcmasiena 08yuazo8as Mooeib PeKOMEHOAYUOHHOU CUCTeMbl, KO-
Mopast UCNONb3Yem 63aUMOOONOTHAIOWUM 00PA30M MEXHUKU KOHMPACMHO20 AHAIU3A U MAMPUYHOU
gaxmopuzayuu. Takoce npuseden Kpamxuil 0030p eapuayull Memooa MampuyHo haKkmopusayuu.
Kniouesvie cnosa: cucmemvl pekomenoayuil, MampuyHas Gpaxmopuzayus, KOHmMpacmuulil GHAIU3.

Abstract. In this paper, we present a two-step recommendation model based on Contrast Analysis and
Matrix Factorization techniques which mutually complement each other. We also provide a brief overview
of different Matrix Factorization approaches.
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1. Introduction

In modern numerical world, automatic recommendatiare used in a wide area of applications
starting from traditional recommendation of movéesl music to considering search engines as a
special type of recommender systems. The taskcohmenender engine is to predict how much a
specific user will like a certain item and recommhgéhe one, which has the highest predicted
rating. It can be viewed as a task of filling i thnknown values of the rating matiRx the rows

of which usually represent users and columns —stéfag. 1).As a rule, rating matrix is very
sparse. For example, GroupLens provided three elatashich are widely used for testing differ-
ent recommendation algorithms and contain 5,9%4Rd 1,4% of known ratings respectively

[1].
There exist many approaches for recommending,hayt are usually classified into three
categories [2]:
1. Content-based recommendations.
2. Collaborative recommendations.
3. Hybrid recommendations.
Content-based recommender sys-
ltems tems propose to user items with similar
> characteristics as those products, which
Iy iy Iy 1 Ly were highly rated by a target user pre-
2
3

Uy 4 ? 4 viously. Collaborative filtering approach
Uy 2 2 ? will recommend those items, which were
highly appreciated by users with similar
U1 2 2 2 interes.ts. Colllaborative filtering iS more
> 5 > ) dynamic, as its recommendations can f_oI-
: . . low such events as, for example, fashion
or change of interests in a certain user
Fig. 1. Rating matrix group. It also allows recommending items

Users
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with new characteristics. Still this group of malkocan’'t propose anything, if there are not
enough ratings in the system. Hybrid recommendstegys use both collaborative and content-
based methods. Relatively new and very promisimgagzh in the field of recommender systems
is Matrix Factorization, which belongs to the catggof collaborative filtering [3].

In [4, 5] a novel Influence search algorithm, whistbased on contrast analysis, was pro-
posed for solving the task of searching leversiiience on the human decision-making process
concerning such social problems as whether to ddmaby, whether to start studying etc. In [6]
authors provided a general scheme of this algoriéimth described its adoption to the recom-
mender systems domain. Influence search algoritbsergially differs from traditional recom-
mending approaches as in stead of solving thedbsiatrix filling it searches for the patterns of
satisfied and dissatisfied users and provide recendgations how to improve their satisfaction.

2. Problem Formulation

In general, use of different nature methods cae gssentially new and useful results. The pur-
pose of this paper is to investigate possibilityjaht usage of traditional recommendation ap-
proaches with a new Influence search algorithm.

3. Contrast Analysisfor Recommender Systems

General scheme of the Influence search algorithsypravided in [6]. In this paper, we will con-
sider its association rules based variant, whigtrésented in Fig. 2. Input of the proposed algo-
rithm is presented by a set of records revealifgrmation about user’s interaction with the sys-
tem. These records can also contain additional, dateh as information about content of the
items, user preferences, and demographic data.

Divide original dataset on
contrast subgroups

A 4

Define attributes, which can potentially
influence the value of contrast parameter

/\

Define invariant attributes De_fme attnbu;es the values of
which can be influenced exter

\ /‘"y

Perform association rules search

\
Define pairs of contrast rules

Y

Compare contrast rules, make
conclusions

Fig. 2. Influence search algorithm
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On the first step of the proposed algorithm, omgidata set is divided into two contrast
groups basing on the value of contrast parametehd framework of recommender systems it is
natural to use user satisfaction rate for contngstivhich can be estimated basing on the previous
ratings.

The second step of the proposed approach is defirof attributes, which can potentially
influence value of contrast parameter that is &éwell of satisfaction (influencing attributes). Sa-
tisfaction level of the user depends on the recont®e items and user preferences; also, it can
depend on the sequence of recommendations. Sanafimn about items (content) and users
(demographic information, preferences) and sequehcecommended items must to be consi-
dered as influencing attributes.

Next, the set of chosen attributes is divided oo subsets: invariant or independent
attributes and attributes the values of which camnfluenced externally (that is by means of re-
commender system) or dependent attributes. Itv&oab that among considered above attributes
only proposed items and sequence of recommendatamse influenced by the system. That
means that all other attributes (content, demogdcaplformation, preferences) belong to the in-
variant subset.

After that the search of contrast pairs of assmriatules is performed. A pair of associa-
tion rules is considered to be contrast if two subave different values of contrast parameter as
conclusion of the rule and the bodies of the ralesconstructed of premises with the same val-
ues of invariant attributes and different valuesibleast one influencing attribute. Contrast rules
must have high confidence and not necessarily lsmgeort.

Let’s examine the following example of contrasesupair:

Rule 1<sex=male>&<age=groupl>&<preferences=actorl&act&rdecommendedl
comedy&actorl>&<recommended2=adventure&actedXsatisfied=YES¥positive rule)

support = 2%, confidence = 78%

Rule 2<sex=male>&<age=groupl>&<preferences=actorl&act@rdecommendedl
comedy&actorl>&<recommended2=comedy&acto®ssatisfied=NO%negative rule)

support=1,5%, confidence = 80%

Here sex, age, and preferences are invariant @tsband sequence of recommendations
(recommendedl and recommended2) belongs to thep grbulepended attributes. Analyzing
these 2 rules we can say that if we have a maleafisge=groupl, who likes actorl&actor2 and
we have previously recommended him a comedy witbrhcrow we need to recommend him an
adventure with actor2 (but not a comedy with agtoadd with the probability of 78% (confi-
dence of positive rule) user will like it. Obtainestcommendations remain general and don’t an-
swer the question which film exactly we should reawend.

4. Matrix Factorization for Recommender Systems

Matrix Factorization (MF) gained its wide populgréfter 2009 when a team BellKor’'s Pragmat-
ic Chaos used it to win Netflix Prize competitiof].[The objective of this approach is to present
rating matrixR (where f; is a rating given by userto the recommended item) as a product

of two matrices of a small rank (1).

R=U"V

i T - 1

dmR=mxn & d!mU mxk & k<min{mn}, @)
dimV =kxn

where m is total number of users) — total number of items — number of features.
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Values of the matrices) andV are usually calculated by a Gradient descend basAd
ternating least squares [8, 9] methods using onbwi values of matriXR . They minimize ob-
jective function (2)

min([R-u"v]"), @

Wherel||«| is usually a Frobenius norm.

MF approach belongs to the class of latent factodets and aims to represent interaction
between users and items with a small number ohtdectors (features). It is obvious that if

k < min{m,n} the complexity of the model is reduced signifitantn addition, it is easy to
calculate unknown rating; using formulae (3).

f. :UATVA (3)

ij i j?
whereu; andv; are column-vectors of matricés andV respectively.

There exist a number of variations of MF techniquesich can be classified on 3 groups
(Fig. 3).The first group of methods builds modetled system using only one rating matrix. Such
techniques as Regularized MF (RMF), Non-Negative (MNMF) and Matrix Tri-Factorization
belong to this group. Second group analyses simedtasly two or more matrices (Collective MF
or CMF) and the third one provides different gefieaions of the basic MF approach (Kernel
MF and Tensor Factorization).

|
Non-Negative MF :
A l
Regularized M Matrix Tri-Factorizatiol I
|
|
|
|
|

Tensor Factorizatic

O
o
D
24
=
(¢}

<
T

Kernel MF

Fig. 3. Classification of Matrix Factorization Tesfues

While using Regularized Matrix Factorization [10] additional constank is added in
order to avoid over fitting of the model, thus altjee function is represented by equation (4).
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This approach is one of basic ones and it is wided apart or in combination with other
MF techniques [11-13].
In Non-Negative Matrix Factorization values of bathandV must satisfy the condition
of positivity u;;,v; = 0. This approach decomposes an object into a suits @larts (allowing

interpretation of the results). For example, fa thsk of image analysis it is possible to preaent
face as a sum of eyes, nose, lips and so on [14hel frame of recommender systems, basic parts
can be considered as behavioral patterns [15]aupg of users [16].

Matrix Tri-Factorization [17] presents original ired matrix as a product of three matrices

(5). In this model matrixJ represents interaction ¢h users andk,, user-related features, ma-
trix V — interaction of n items and k, item-related features, and new matrix
S(dim(S)= kakn) reveals interdependence between user-related tandrelated features.
Thus using Matrix Tri-Factorization it is possitiedefine different feature spaces for users and
items. If holdsk,,, k, < min{m,n} complexity of the system is also reduced, as welhahe ba-
sic MF approach.
R=U'SV. (5)
Collective Matrix Factorization was proposed bydbirand Gordon in 2008 [18]. It per-

forms simultaneous factorization of two or more meats with condition of interdependence of
feature spaces (6).

T
xt=(u) v
T
X2 =(u?) v?
u?=1f,(UVv?Y and/or VZ=f,(ULVY).
(0v) (0w o
CMF approaches are of particular interest, becaepending on the nature of matrices
x* and X? and dependencef, and f, it is possible to use additional information wHikailding
the model of the system. For example, in [19] arghook two rating matrices from different
domainsX* =R¥°® (source domain) an&? = R'"" (target domain), thus using ratings from the

source domain in order to build the model in thgetione. In [18] matrixx* was represented by

a rating matrix and matrix? revealed information about item’s content (chagdstics). Per-
forming collective factorization of these two maé&$ authors incorporated content information
into collaborative-based recommendation methodtheimplementing a hybrid technique.

Equation (3) can be written in a form of inner prod(7) that means that interaction be-
tween users, features and items can be considsr@direear kernel.

f; :<Ui’Vj>- (7)

If dependence is more complex (not linear) it isgible to use other types of kernels, for
example polynomial or Gauss (8), and perform Kelkmalrix Factorization [11].
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K, (u,v) =(u,v) linear

K, (u,v) = (1+<u,v>)d polynomial (8)

u-v)f

7 Gauss.
o

Kg(u,v):ex

Provided each rating depends not only on user tema but also on other variables, MF
turns into tensor factorization, which was proposeR0]. In this article, authors analyzed rat-
ings depending on context that is different condii on which a certain item was proposed to a
specific user. For example, whether food was recentad when a person was hungry or not, or
in what season the system recommended a user ¢tb waiomedy.

Additional conditions imposed by each discussedvalbioethod are not always mutually
exclusive. So it is possible to use different apphes simultaneously depending on the solved
task and nature of the data. For example, authér§l® used non-negative matrix tri-
factorization and in [13] collective regularized Mms performed.

5. Joint Use of Matrix Factorization and Contrast Analysis

Because usually rating matrices are very sparsefitiieg remains a problem for MF approach-
es. In addition, if available information is notljurepresentative (doesn’t correctly represent all
interaction between users and items), built mod#llack for accuracy. That is why it seems
promising to divide original rating matrix on sulatrices depending on the nature of the data
and perform sub-matrix factorization. It is alscspible to use different MF approaches for dif-
ferent sub-matrices according to their properties.

We can use Influence search algorithm for the tds#tentification of essentially different
sub-matrices because it extracts groups of relaseds. So these two methods can be used as
complements to each other. For example, considgangof contrast rules discussed above, we
can identify what film exactly we should recommenmith the help of MF approach used for sub-
matrix consisting of users <sex=male>&<age=groupdpi&ferences=actorl&actor2> and items
with <content=adventure&actor2>.Thus we can consadevo-step recommender system, where
first more general recommendation is generated bgn® of contrast analysis and after that,
whenever possible, recommendation is personaligaddans of Matrix Factorization.

6. Conclusion

In this paper, we discussed peculiarities of Infle search algorithm usage in the frame of re-
commender systems. We also presented a brief @vevi Matrix Factorization approaches and

outlined advantages of each of them. In the encmposed a two-step recommender system
model, which incorporates Contrast Analysis andrMdtactorization and allows generate more

general recommendation with possibility of theirtlfier personalization.
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