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OOrpyHTOBaHO croci0 TMOPIBHSAHHSA JMCKPUMIHAHTHUX (QYHKIIH 3  po30MTTAM  BHOIpOK
CTIIOCTEpE)KEHb Ha HaBYANIbHI 1 mepeBipHi miaBuOipku. OTpUMaHO yMOBH iICHYBaHHS ONTHMAaJIbHOT
MHOKMHHU O3HAK, fKi 3aJeXaTh BiJ MapaMeTpiB TeHepalbHUX CYKyHMHOCTEH 1 00cAriB BUOIPOK.
BusiBneHo 3aKOHOMIPHOCTI CHPOIIEHHS ONTHUMAJIbHOI JUCKPUMIHAHTHOI (DYHKIII NMpPU 3MEHIIEHHI
00csriB BUOIPOK 1 TpH 301IBIICHH] JUCTIEPCIN O3HAK.

Kntouosi cnosa: memoo epyno6oco ypaxy8awms apeymenmis, HesU3HaA4eHiCmb 3d CKIAO0OM O3HAK,
Kpumepitl AKOCmi JiHIUHOT OUCKPUMIHAHMHOL (hYHKYIT.

The way of comparison of discriminant functions with dividing samples observations on training
and testing subsamples is proved. Conditions of existence of optimum set of features which depend
on parameters of general sets and volumes samples are received. Laws of simplification of optimum
discriminant function at decrease of volumes samples and at increase of dispersions of features are
revealed.

Keywords: Group Method of Data Handling, uncertainty on structure of features, criterion of linear
discriminant function quality.

O06ocHOBaH cnoco0 CpaBHEHMsI IUCKPUMUHAHTHBIX (DYHKIMNA ¢ pa3dueHueM BbIOOPOK HAOII0JeHUN
Ha o0ydYarolue 1 MpOBEPOYHbIC TOABBIOOPKH. [10ydeHBI YCIOBUS CYIIECTBOBAaHHS ONTHMAIBLHOTO
MHOX€CTBa [IPU3HAKOB, KOTOPBIE 3aBUCAT OT MAPAMETPOB I'€HEPATbHBIX COBOKYIHOCTEH U 00BEMOB
BHIOOPOK. BEISIBIIEHBI 3aKOHOMEPHOCTH YIPOIICHUS ONTHMAJIbHON TUCKPUMHUHAHTHOW (YHKIIMU
IPU YMEHbIIIEHUH 00beMOB BEIOOPOK U IIPU YBEITMUEHUH JUCTIEPCUIl TIPU3HAKOB.

Kniouesvie cnosa: memoo 2pynnogoco yuema ap2yMeHmos, HEONpeoeleHHOCHb No COCMmAasy
NPU3HAKO8, KpUmepuii Kauecmea JUHeUHotu OUCKPUMUHAHMHOU (BYHKYUU.

Introduction

The decision of task of the discriminant analysis in conditions of structural
uncertainty on structure of features assumes acceptance of any way of comparison of
discriminant functions which are constructed on various sets of features. Two ways of
comparison are popular in practice. The first way is based on dividing of observations
on training and testing subsamples. In this way training subsamples are used for
estimation coefficients of discriminant functions, and testing subsamples are used for
estimation its qualities of classification. The second way is sliding examination. In
this way observations which are serially excluded from training subsamples are used
as testing observations. In the literature these ways are traditionally treated
as heuristic methods though the fact of existence in them of optimum set of features
repeatedly proved by a method of statistical tests. In the Group Method of Data
Handling (GMDH) analytical research of these two ways is carried out [1-4]. For the
decision of a task of the discriminant analysis in conditions of structural uncertainty
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except for a way of comparison discriminant functions it is required to specify
algorithm of generation of various combinations of the features included in
discriminant functions. It is supposed, that as such method is chosen the complete
sorting-out of all possible combinations of features.

1. Way of comparison of discriminant functions on the basis of training
and testing subsamples

Suppose that at the step with number s (s =1,2,..., m) of algorithm complete sorting-

out of all possible sets of features only s components from the set X can be included
in the discriminant function and these features form the current set V. In the
following we suppose that V; and V| are (sxmn;) and (sxnpy) matrices of
observations from general sets P and Ay, v; and vy are s-dimensional column
vectors of the mathematical expectations in the sets A and F;, X, is covariance
(s xs) matrix of the sets A and F;.

Let's consider the estimation of Mahalanobis distance that is constructed with
account of dividing of observations on training and testing subsamples. We shall
calculate estimations of coefficients discriminant function for set the component V'
on the training subsample 4 and it is used them for estimation Mahalanobis distances

as the relation of an intergroup variation to an intragroup variation on testing
subsample B:

AT (v v i) (Vi v i) T d
DjB(V) 24 ( 1B AIIB) ( /\IB IIB) A . (1)
d’S,d

A

In formula (1), vector d , is an estimate of the coefficients of the Fisher
function that is calculate on training subsamples A4

da=S(Vi; Vi, 2)

where v, and v ;4 are estimate of the mathematical expectation v; and vy;:

- 7
-1 .
v kA~ (nkA) ZVkiA’ k = L II 5 (3)
i=1
the matrix S , is an unbiased estimate of covariance matrix X

S, =(ny —nyy - 2)_1[V uY ITA+ ViuVv ITIA] . 4)

In formula (4) v, (k=11I) are matrices of deviations of observations V,,

from estimate v 4

Vid =[Vira =Via sVioa = Via oo Vinga = Vial: (5)
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In formula (5) vectors vz and v calculated analogues (3), and matrix Sy
calculated analogues (4)—(5); n;, and ny,, ny and n p are volume of training and
testing subsamples respectively, and it is true ny, + nyz =n; and ny + Hyp=ny.

Using (2), we obtain for Dfl s(V):

D2 0= LY ) SO Vv ) S v
(Vi—Vv 11/1)TS;11 Sz Sj(V 1~ Vi)

Let 15 =(v; —v) £/ (v; —vy) be the Mahalanobis distance for the set ¥/,
r=myngy =2, el = Oy ), cp = Omg + ).

Theorem. For mathematical expectation of random variable D7, (V), we have

rlz,[s—(r—l)/(r—s)]c;ll+c_1 r—1\|r—s
T+ s5c) B op—s)r=1

E{DiBW)}:(r% - (7)

The validity of theorem follows from the validity of the following: 1) the
estimates obtained on subsamples 4 and B are independent; 2) the estimate (3) and
estimate (4) are independent; 3) matrix S, is random (sxs) matrix which has the

Wishart distribution with » degrees of freedom.

Definition 1. The optimal set components (set features) is defined as the set
Vopr for which

Vopr =argmax E{D35(V)} . (8)

VX

Definition 2. Optimal discriminant function with respect to the number and
composition of the components is defined as the Fisher discriminant function
constructed on the set of components Vp; .

We proved that optimal set of components exist and formulated the conditions
under which the optimal discriminant function is simplified in number of the features
included in it. For this purpose, it was investigated E{DjB(V)} depending on

composition of set V.
It is possible to divide set of components X into the following nonintersecting

o o __ o _ 0
subsets X = XURUR=VUR:sothat 1) X #O (where & is the empty set) is the
(6] (6] (0]
set of components whose mathematical expectation satisfy y,, #y,,., #=1,2,..., m,

o 0
where m is their number; 2) R 1is the set of components whose mathematical
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0 o (0] o
expectation satisfy p,, =p,.h=1,2,...,/, where [ 1is their number and each

o [}
component in R depends statistically on the least one components in the set X (the

0 ~
set R may be empty); 3) R is the set of components whose mathematical
expectation satisfy P, =Py, h=1,2,..., [ , where [ is number and each component

~ 0 ~
each component in R is statistically independent from each set X (the set R may

be empty). Relationship between the Mahalanobis distance for the set components
(6] o (¢]
V' =XUR and the Mahalanobis distance for a current analyzed set of components

V< X is formulated in the form of lemmas [1-4].
In case of known parameters of general sets A and B it follows from the

(6]
stated lemmas that: 1) every component from set X is necessary in the sense that its

inclusion into the current set of components ¥ increase the Mahalanobis distance 7 ;

[}
2) every component from the set R is necessary in the sense that its inclusion into the

current set of components V' increase the Mahalanobis distance r,z/; 3) every

~

components from the set R is redundant in the sense, that its inclusion into the

current set /' does not increase the Mahalanobis distance T3 .

2. Conditions of reduction (simplification) of optimum discriminant function

As a rule, in practical applications parameters of general populations are unknown;
however they can be estimated as statistical estimates on training samples of
observations of limited volume. It is known, that if we use constructed rule
of classification to the training sample, then estimate of recognition quality will be
overstated by mathematical expectation in comparison with the same evaluation of
quality on data, independent of training data.

The way for comparison of the discriminant functions based on dividing of
the initial data sample on training and testing subsamples give not overstated
estimates of recognition quality. Experience of practical applications and test
investigations of this way on basis of method of statistical test show that in this way:
1) on increase of size of observations samples increases the number of components in
the set, on which the best quality of recognition is attained, and on decrease of size of
observations samples the number of components in such set decreases; 2) on increase
of the Mahalanobis distance rg( between general populations (from which
observation samples were obtain) the number of components increases in the set, on
which the best quality of recognitions is attained, and on decrease of this distance the
number of components in such set decreases.

Our analytical investigations confirm these empirically determined
regularities about the existence of the discriminant function optimal by the number
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and composition of components. Let’s formulate the conditions of reduction
(simplification) optimal discriminant function for a special case of an independent

(6] (6] o (6]
feature. Let the set of V' is those, that is carried out X =V Jx, where x € X (one
feature 1s missed). Taking into account (7), we receive

A(V) = E{D25(X)}~ E{D2,(V)} =

0 0
2 -1
T [m—(r=1)/(r—-m)]c 0
R O L O P R
TO_ o +CB o -
X b 1 r—1
T, +mcy r—m
X

(6] (6] (6]
2 r,z/[(m—l)—(r—l)/(r—m+1)]c;Il 4 r—1 |r—-m+l

o S +cp .
1:,2/ + (m— l)czll r—m+l1

©)

r—1

According to the above mentioned lemmas for Mahalanobis distances of sets V' and

(6] (6] (6]
X the ratio r,z, = ré,( - yz is carried out, where y2 =c,’ (0 — XH)Z 1s the component
X
(6] (6]

of Mahalanobis distance, that caused by the missed independent feature x € X. In
view of it, having limited to accuracy (1/n), neglecting members of the order

(1/n?), we receive

(0] [0)
1 r—-m+l r—-m ° _
A(V): 5 R o — TAZ;)(. r_l + r_l .m.cAl ('Yz)2+
™ +mc;1]-{(120 —y2j+(m—l)c;11}
X X

(o)

(0]
—m © 2 1 _
+2-r m'm_c; _yz_(rzoj . T20° +r m-c; (10)
r—1 x r—-1 r-1

+1% |1

The value A(V') can be both positive, and negative. If A(}) >0 the feature x

()
1s necessary for including in discriminant function. If the A(J') <0 the x should not

be included in discriminant function as it will lead to decreasing of value D7z, i. .

o
addition of an feature x does not improve quality discriminant function by
considered criterion. The condition A(V)<0 1is a condition of a reduction

(simplification) of discriminant function that is optimal by quantity and structure of
features. This condition represents a condition of negative definiteness of a quadratic
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trinomial relatively y* in braces (10). Reduction of discriminant function is possible

when value yz below then threshold value

2 2
('Y )por _T}' o . (11)

In figure dependences of threshold value (11) from volume samples » for a

(6]
set of Mahalanobis distance 1:20 (1:20 =6, 8, ..., 18) are submitted at fixed m=6.
X X

0.35 T T T T T T T
2
(7)) por
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Fig. — Dependences of threshold value (y2 ) . on volume of sabsamples »

por

Let's note, that in asymptotic at n —> o (r —> o, c;ll — 0) the condition of

(0]
the reduction 1s not carried out, 1. €. Vypr = X .

3. Conclusions

The method for comparison of the discriminant functions based on dividing of the
initial data sample on training and testing subsamples is proved. In spite of successful
use of this way in practice and repeated confirmation of its efficiency by the method
of statistical test, it was supposed traditionally as heuristic method. Conditions of
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reduction (simplification) of discriminant function which is optimal by structure of
features are revealed. It is obtained that this conditions depend on volumes samples
and parameters of general sets, i.e. on mathematical expectations and covariance
matrices of features. It was shown that under condition of structural uncertainty and
the absence of a priori estimates of parameters of general sets this method make it
possible to solve the problem of search of the discriminant function of optimal
complexity.
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