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The applications of the interval and standard probabilistic approaches for verifying the reliability of the results of
an experiment studying the mechanical properties of nuclear materials are compared. The presence of “outliers” in a
sample of hardness values for hafnium ingots is studied with for fixed oxygen mass content. The situation of
measurement error limitation without reliable information about its distribution is considered. The correctness of the
application of numerical methods of interval analysis for processing experimental data under conditions of

uncertainty and noisy experimental data is shown.

INTRODUCTION

One of the priority tasks in the operation of existing
and the creation of new generation nuclear reactors is to
ensure safety and increase the resource of regulatory
bodies. The solution to this problem can be provided, in
particular, through the use of promising structural
materials of neutron absorbers. Due to the complex of
its physicochemical and mechanical properties, hafnium
is such a material [1].

This explains the increased interest to hafnium as an
absorbing material for nuclear power reactors in
countries with a developed sector of atomic engineering.
In particular, for Ukraine this is, firstly, the possibility
of a dramatic increase in the service life (up to 30 years)
and the reliability of cluster assemblies of the absorbing
elements of WWER-1000 reactor protection control
systems, which form the basis of Ukrainian nuclear
power engineering; secondly, Ukraine has large reserves
of zirconium ore, and hafnium production is closely
connected with that of zirconium; thirdly, Ukraine has
an industrial base for the production of hafnium and its
products (sheets, rods, tubes, etc.) [2].

The following methods for producing hafnium have
been mastered and implemented on an industrial scale in
the world: magnesium thermal reduction of hafnium
tetrachloride — the Kroll process (firms in the USA:
“Teledine Wah Chang”, “Western Zirconium Co”);
calcium thermal reduction of hafnium tetrafluoride;
electrolytic reduction of potassium hexafluorogaphnate
in fluoride chloride melts (“Cezus” (France)).

Today in Ukraine at “Zirconium” State Research and
Production  Enterprise =~ (Kamyanskoye city), a
fundamentally new fluoride calcium-thermal technology
for the production of pure hafnium is developed and
mastered. Its peculiarity is that hydrometallurgical
redistribution in the production of pure hafnium is part
of zirconium purification technology. It is characterized
by the identity of operations and is distinguished only
by the increase in the number of stages of extraction
separation. The process of hydrometallurgical
redistribution is completed with the preparation of a
hafnium fluoride compound — hafnium tetrafluoride
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(HfF;). The process of calciothermal reduction of
hafnium tetrafluoride with subsequent double electron
beam melting of the ingots is at the heart of the
metallurgical redistribution. The choice of hafnium
tetrafluoride as a salt for calciothermal recovery is due
to its physical and chemical properties, as well as the
possibility of its deep sublimation purification from
oxygen (O,) and nitrogen (N). Calcium (Ca) hafnium
tetrafluoride recovery with the addition of 5% of iron
(Fe) or aluminum (Al) to activate the chemical reaction
of recovery allows to obtain compact ingots of hafnium,
and electron-beam melting make it possible to clear it
completely from many impurities. This scheme allows
to obtain hafnium with a total content of hafnium and
zirconium which is not less than 99.92%, having a high
absorption capacity and suitable for efficient use in
nuclear power engineering.

Ukrainian calcium-thermal technology enables to
reduce significantly the content of a number of
undesirable impurities in hafnium, which affect the
plasticity of the metal and its corrosion properties.

Recently, a large amount of research work has been
conducted in Ukraine to study the physico-mechanical
properties of calcium-thermal hafnium. The Brinell
hardness, microhardness, impact strength, micro- and
macrostructure have been studied on the samples of cast
and deformed calcium-thermal hafnium. Also static
tensile tests have been carried out and deformation
degree influence on physical properties also has been
investigated.

Studies have shown that the deterioration of the
mechanical properties of hafnium is significantly
affected by gas impurities in it, and especially oxygen.
However, due to the fact that hafnium forms strong
compounds with oxygen, reducing its concentration in
hafnium by means of known methods of removing
diatomic gases during electron-beam melting in vacuum
is almost impossible.

The increase in purity of hafnium, leads to the
decreases of its hardness after electron-beam melting.
The process of electron beam remelting consists in
melting the initial ingot in vacuum and its subsequent
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crystallization. The main mechanism for refining metals
from metal impurities when heated in vacuum is the
evaporation of volatile metal impurities. During the
remelting process, oxygen and carbon can be purified as
a result of the formation and removal of volatile metal
oxides having a higher vapor pressure than that of the
purified metal.

Each of the above methods for producing pure
hafnium has its advantages and disadvantages, and the
resulting hafnium ingots have differences in chemical
composition  within  the technical requirements
established for each of the methods. The content of
some impurities is limited only by maximum values. So,
for example, the mass oxygen content for magnesium
thermal hafnium ASTM B 7378-84 (USA, Europe) is
0.4% (grade R-1) and 0.08% (grade R-2), for iodide
hafnium grade GFI-1 GOST 22517-77 (Russia), the
actual gas content is within 0.02%, the required oxygen
concentration for calcium thermal hafnium grade KTG
TU 95.2195-90 (Ukraine) is not more than 0.05% [3]. In
other words, there are uncertainties in the data
themselves, which assess the quality of the alloy ingot.
And this affects the accuracy of determining the
dependences of hardness on the content of impurities,
and, particular, oxygen.

It should be noted that such uncertainty is inherent in
any process of research and evaluation of experimental
data. It contains measurement errors, noise, rounding
errors, incompleteness of information, uncertainty
caused by methodological errors. It is impossible to
overcome the conditions of all these uncertainties, but
the analysis of numerous scientific papers on the
processing of experimental data shows that one can
consider an interval model as one of the most correct
models for processing these data [4]. So, in [5], to more
accurately determine the relationship between the
microhardness of Zr1%Nb alloy samples and the
content of oxygen in them, subject to the presence of
uncertainty in the experimental data, interval analysis
methods are applied. Taking this into account, it seems
relevant to study the possibility of using interval
analysis methods to investigate the hardness values
sample of a certain number of hafnium alloys in the
presence of “outliers” of observations [6].

INITIAL DATA AND TASK SETTING

To quantify the effect of oxygen impurities on the
mechanical properties of the purified hafnium, in
particular the hardness (or microhardness) of the metal,
they usually resort to standard statistical methods for
processing experimental results. For their application,
these approaches need the following crucial
assumptions on properties of corruption in the data to be
processed [7]:

— the measurement sample is representative and
has sufficient length;

— the total error in measurement has a probabilistic
character;

— as a rule, probability distributions of the total
error are assumed to be Normal;
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— there are no chaotic components in
measurements;
— errors in  sequential measurements are
independent.

Unfortunately in practice, a sample of measurements
is very short and the errors’ probability characteristics
are unknown.

In [8], Brinell hardness and chemical composition at
the upper and lower ends of hafnium ingots smelted
according to the EBR-VAM scheme (electron-beam
remelting, vacuum-arc melting) are studied. The
measurement results are presented in the Table 1.

It is necessary to process samples of noisy
experimental data with a small number of values of the
main argument (percentage mass content of oxygen)
and multiple measurements in subsamples (hardness of
hafnium ingots) for each of its values [9].

The values of the argument are known exactly, and
measurements in subsamples contain both ordinary
instrumental measurement errors and chaotic distortions
(corruptions) of an unknown sign and magnitude. The
probabilistic characteristics of both error components
are not Normal or unknown; the limitation on the
maximum value of the total errors is also uncertain.

Table 1
Experimental data for hafnium ingots

Oxygen Brinell hardness of hafnium ingots,
content, wt.% HB

0.03 172,170, 183, 176, 172,173,171

0.04 178, 176, 187, 184, 180, 178, 182,
185, 179, 187, 182, 174, 179, 177,
180, 178, 178, 183, 176, 198, 195,
187, 196, 195

0.05 194, 187, 208, 188, 207, 200, 193,
193, 205

RESULTS AND THEIR DISCUSSION

In the primary processing of experimental data, an
important task is to exclude the results of observations
obtained as a result of gross errors and outliers. We
perform such an analysis for subsamples of the
experimental results presented in the Table 1.

A subsample of hardness values with a mass
percentage of oxygen of 0.03% contains N =7
observations:

{%,i=17}={172,170,183,176,172,173 171} HB.

We can not guarantee that the observations were
carried out with equal accuracy; therefore we will
accept the standard instrument error of measurements
equal to 5%.

Sets of observational uncertainty:

Hi:[ﬁ;ﬁi:l:[xi_Ai;xi_‘_Ai]’ (@)

where A; — absolute error in i-observation.
So we get the intervals:
H, =[163.4; 180.6], H, =[161.5; 178.5],

H, =[173.85;192.15], H, =[167.2;184.8],
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H, =H, =[163.4;180.6], H, =[164.35,181.65],
H, =[162.45;179.55].

Using the boundaries of the uncertainty sets H,,
auxiliary extreme values are calculated (for all
observations i =1, N ):

N = max h,h

17 7 'max

= miinh_i. )
These two values are compared:

if h,;, <h., then sample compatible and the interval

| =[Ny hoa ] s the actual values interval of the

then

max !

estimated value; if
incompatible.
Accordingly  h;, =173.85, h, =1785 and
subsample is compatible.
Information set | =[173.85;178.5].
Assessment of the central actual value
« = N + N

Poin > N s sample

, 3
c > (3)
X, =176.175.
Maximum actual deviation
h_.—h_
AX — max min , 4
e 4
AX =2.325.

Displacements of observations from the central
value

{yizxi—xc,izl,_N}, (5)
—4.175,-6.175,6.825,-0.175,

-4.175,-3.175,-5.175.
Minimum error limit
X . —X

A* — “max min , 6
max 2 ( )
Al =65,

Limit value of the estimated value
* Xmin + Xmax

X' =S e (7)

X" =176.5.

We now apply standard statistical methods for
processing a subsample. Such an application is formal,
since the probabilistic characteristics of the observation
error are unknown.

Sample mean
R
X=-1—=173.857.
N

Standard deviation

0=J{Z(xi —i)z}/[N 1] =4.45.

Displacements of observations from the sample
mean

-1.86, -3.86,9.14, 2.14,
-1.86, —0.86, — 2.86.
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Despite the fact that the sample mean belongs to the
information set | =[173.85;178.5], it is located

almost on its border. The standard deviation is almost
two times the maximum actual deviation: o ~1,7-AX.
The confidence interval

| X—20; x+20 | =[164.957;182.757]

significantly exceeds the interval of the actual values of
the estimated value.

The formal application of “2c -rule” to detect a
outlier leads to the incorrect removal of a reliable
observation 3, since the displacement 9.14 exceeds 2o .
But the truncated sample without observation number 3
turns out to be biased: the average sample becomes

equal to x=172.3 and does not belong to the
information set | =[173.85;178.5].

Consider the subsample of hardness values with a
mass percentage of oxygen equal 0.05%. This sample
consists of nine observations:

(xi=ts)-
={194, 187, 208, 188, 207,
200, 193, 193, 205}HB.

We find the boundaries of the uncertainty sets H,
and extreme values h;., h.. by the formulas (1)-(2):
H, = [1843,203.7], H, = [177.65;196.35],

H, = [197.6;218.4], H, = [178.6;197.4],

H, = [196.65; 217.35], H = [190.0; 210.0],

H, = H, =[183.35; 202.65], H; =[194.75; 215.25];
h., =197.6,h , =196.35.

max
Since h_, >h., ., the subsample incompatible.

Additional sample analysis needed.
The procedure for finding single outliers:

1. The set of pairwise intersections of all sets H,
and H; is calculated

P=HNH,,i=LN-Lj=i+LN, (8)
the boundaries of the set Pij

&:max{h. h.},p_ij:min{ﬁ F}. 9)

_|1_J it

2. If p;> p_IJ then B, =0 and compatibility
attribute value S; =0.
If p; gp_” then B, #J and compatibility attribute

value S; =1.
3. Building a compatibility table
{8, =S8 },i=LN-1 j=i+1LN. (10)
4. Observation number i is a single outlier and is
deleted if its row in the compatibility table consists of

zeros. Single outliers are deleted and the sample is
truncated.
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Next, using the compatibility table, we determine the
compatible subsample of the maximum length.

The row m (or rows m,...,m,) with the maximum
number of units is selected: columns j,,..., j, . The first

of the columns j with a single value of the
compatibility attribute is taken. All column elements are
viewed from top to bottom. Elements with S; =0 are

deleted from the sequence j,,..., j, . The operation is

repeated for all columns. We get a set of observation
numbers that make up a compatible subsample of the
maximum length.
The compatibility Table 2 for this subsample is as
follows (taken into account that X, = X;).
Table 2

Attributes of pairwise compatibility of uncertainty sets

ij|1]2 3|4 |5]6]|7|8
1 1111 1)1]1
2 1 oj1j]0f1|1/|1
3 110 oj1]1|1]1
4 111]0 17111
5 1(0]1)|1 1711
6 1(1]1)|1 11
7 1717111 1
8 17111 )1)1]1

Trivial cells located on the main diagonal of the
table do not participate in the analysis of sample
compatibility.

There are no null rows in the Table 2. Therefore, the
sample does not contain single outliers.

Using this algorithm, we got a compatible
subsample of the maximum length: observations 1, 2, 4,
6, 7, 8. For this sample:

h., =194.75, h_ =196.35, i.e. h <h_ and
sample is compatible.

Information set: | =[194.75;196.35]. Assessment

of the central actual value: X, =195.5. Maximum

actual deviation: Ax=0.8. Displacements of
observations from the central value:
-1.5,-8.5,-75,45-25,9.5

According to standard statistical ratios: x=194.5.
This rating is not compatible with the information set:
Xel :[194.75; 196.35].

The considered examples show that with a short
sample of experimental data and with extreme

observation errors, a technique based on the principles
of interval analysis gives better accuracy indicators than
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a standard statistical technique. As well as calculated
estimates of the actual value of hardness and uncertainty
indicators of experimental data, it is possible to
maintain reliable observations in a situation where,
according to standard statistical methods, the sample
must be truncated.

CONCLUSIONS

The use of interval analysis methods provides an
alternative flexible tool for obtaining a more accurate
and complete analysis of experimental data in the
presence of incomplete information, noise, outliers
measurements, which is typical when conducting
studies of the hardness of refined hafhium ingots.
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INPUMEHEHHUE HHTEPBAJIBHOI'O AHAJIM3A VIS HOBBIINEHUSI JOCTOBEPHOCTH
OIIEHKHU PA3BPOCA 3HAYEHHUU TBEPJIOCTH
AAEPHBIX KOHCTPYKIIMOHHBIX MATEPUAJIOB

A.B. E¢pumos, T.B. [lomanuna

IIpoBeneH cpaBHUTEIBHBIN aHATU3 NMPUMEHEHHS MHTEPBAJIBLHOTO W CTAHJAPTHOTO BEPOSATHOCTHOTO ITOAXOMOB
JUIs TIPOBEPKU JOCTOBEPHOCTH PE3YIbTAaTOB SKCIEPUMEHTAa 0 H3YyUYEHHI0O MEXaHMYECKHX CBOMCTB SIEpHBIX
MarepuaiioB. Mccnenyercst BBIOOpKa 3HaUSHHUH TBEPJOCTH OOpa3lOB CIUTKOB TaHUS IPH OJUHAKOBOM MacCOBOM
COJICP)KAaHMU KHUCJIOpOJa Ha HalM4yde IPOMaxoB HalOmrogeHWd. PaccmarpuBaercst cuTyauusi OrpaHU4EeHHOCTH
MOTPEIIHOCTH M3MEpeHUi 0e3 jocroBepHOH HH(pOpMamuu O ee pacrnpeneneHnd. [lokazaHa KOPPEKTHOCTh
NPUMEHEHMSI YUCIICHHBIX METO/OB WHTEPBAIBHOIO aHalIM3a JUIsi OOpabOTKH AKCIIEPUMEHTAJbHBIX JAaHHBIX B
YCIIOBUSIX HEONIPEAEIEHHOCTH U 3aIIyMJIEHHOCTH SKCIIEPUMEHTAIBHBIX TaHHBIX.

3ACTOCYBAHHSA IHTEPBAJIBHOI'O AHAJII3Y JJISA NIABUIHNEHHSA JOCTOBIPHOCTI
OIIHKU PO3CIsIHHS 3BHAYEHDB TBEPJIOCTI
AJEPHUX KOHCTPYKIINHAX MATEPIAJIIB

O.B. €E¢imos, T.B. Ilomanina

[IpoBeneHO MOPIBHAMBHHUN aHANI3 3aCTOCYBaHHS IHTEPBAIBLHOTO 1 CTAHAAPTHOTO HMOBIPHICHOTO MIAXOIIB LIS
MIEPEBIPKU JOCTOBIPHOCTI PE3yNbTaTiB EKCIICPUMEHTY 3 BUBUCHHS MEXaHIYHHUX BIACTUBOCTEH sSICPHIX MaTepialiB.
JocnimkyeTbes BuOipKa 3Ha4eHb TBEPIOCTI 3pa3KiB 3TUTKIB TaHIIO IPH OTHAKOBOMY MacOBOMY BMICTi KHCHIO Ha
HasIBHICTh MPOMaXxiB CIIOCTEpEeKEeHb. PO3risiaaeTbest CUTYallisi 0OMEXEHOCTI MOXUOKH BUMIpIOBaHb 0€3 TOCTOBIpHOT
iHpopmarii npo 11 po3noxin. [TokazaHa KOPEKTHICTh 3aCTOCYBaHHS YHCEILHUX METO/IB IHTEPBAILHOTO aHAIII3Y JUIS
00poOKHM eKCIIepUMEHTAIBHUX JIJAHUX B YMOBaX HEBU3HAYCHOCTI 1 HASIBHOCTI «IIyMYy» B €KCIIEPUMEHTAIBHHUX JaHUX.
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