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METHODS OF MODEL PREDICTIVE CONTROL
FOR DISCRETE MULTI-VARIABLE SYSTEMS WITH INPUT

Introduction. There are a lot of systems which can be conveniently modelled as a discrete
linear multi-input multi-variable system. When a control problem for such systems arises, it
is usually done with methods derived from the control theory. But these methods have several
known drawback. For example, for non-deterministic systems, they are based on assumption
about certain convenient statistical properties of noises.

The purpose of the paper is to develop synthesis algorithms based on ideas and ap-
proaches of the Model Predictive Control (MPC).

Methods. In contrast to the common approach, in this work we aim to synthesize the
best control sequence in terms of some criterion. We use results derived from the Kuhn-
Tucker theorem for control synthesis.

Results. A new class of methods capable of leading linear system’s state to zero (or, in
case of noisy environment, to its neighbourhood) and stabilization of cognitive map’s function-
ing was developed. These new methods are capable of controlling not only stable systems, but
also unstable and semi-stable ones, even in presence of random perturbations and with con-
strained control resource. These methods differ in efficiency of control resource utilization and
required computational resources. More efficient methods require more computations. That’s
why it is necessary to choose an appropriate method in each particular case.

Conclusions. The developed methods can be used to control both technical and any
other kinds of systems represented either as controllable linear multi-variable systems with
input or as controllable cognitive maps.

Keywords: variational method, cognitive map, control synthesis, discrete controllable sys-
tem, moving horizon, linear system, MPC.
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INTRODUCTION

Growing profit and activity in model predictive control (MPC) in recent years
are first of all connected with an attempt to use the powerful computer techno-
logy to improve the control of multi-variable complex processes containing un-
certainties and constraints. If five years ago MPC occupied modest place among
popular control methods then now according to report presented by Allgéwer on
the International Scientific Conference “Dynamical Systems: Stability, Control,
Optimization”, Minsk, Belarus, September 2018, these methods enter into lead-
ing position. It is no wonder that there are many publications devoted to MPC
where one can find not only theoretical aspects of this problems [1-6] but also
successful applications especially in the process industries [6, 7].

Original methods of MPC problem solving for discrete linear multi-input
multi-variable (MIMV) system are proposed and theoretically substantiated in
the paper. The approach is based on a Cauchy formula which represents through
the use of the controllability matrix the solution for discrete linear multi-
variable system with input. Such approach reduces optimal control problems to
squared programming ones, which in turn allows us to use necessary conditions
for optimality in analytical form to write its solution. Due to this it is enough
simply to take into account constraints for control and to apply different stabili-
zing control strategies under bounded uncertainty.

The paper is organized as follows. Problem Definition section contains the
problem setting and MPC Approach to MINV Systems’ Control section deve-
lops its formulation using for this MPC approach on the base of Cauchy formula
for discrete systems. Some attainability conditions are formulated in the form of
convergence theorems. Main results are contained in Solving Methods section
where variational and optimal aim solving methods are stated. Feedback Stabili-
zation section different control strategies on top of the developed solving meth-
ods are proposed. Lastly, there is Conclusions section which summarizes par-
ticular qualities of the findings related to the application of obtained results

PROBLEM DEFINITION

Let there be a controlled discrete dynamic multi-input multi-variable system. It
can be either deterministic or stochastic. The system is defined as

xk+1:Axk +Buk +dk’ (1)

where x; and x;, are consecutive states of the system, u; is a control, ap-
plied to it at k -th point of time, d, is the random perturbation at the moment

k , A and B are system matrices. We assume that 4 and B have full ranks. States
are n-dimensional vectors, and controls are r-dimensional. In deterministic vari-

ant perturbation d;, is always equal to 0.

There is a known state x; at the moment k. Our task is to lead the system’s

%
state into a predefined point x (or, in stochastic case, into its neighbourhood) in
finite time and keep it there for indefinite amount of time with synthesized controls.
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In practice, control resource is usually bounded. So, we define its constraints as

|uk,-|Sumaxi, keZ,iel,r, )

where u is a vector of some positive values.

max
We also assume that values of d are constrained in a way, that they do not
exceed the control resource, described in (2).

MPC APPROACH TO MINV SYSTEMS’ CONTROL

Consider MPC approach to MINV control problem as given in (1). Its main aim
is to produce a linear equation which allows to calculate on each step a new
control using previous controls and system’s states (or their estimations), so that
the combination of the original system and such controller were stable in differ-
ent senses and converge asymptotically to the needed point.

In contradiction with this, our approach is to find the best (in terms of some
criterions) sequence of controls among the set of all possible such sequences,
satisfying constraints (2).

The common point in the discussed methods is that the controls are calcu-
lated for predefined number of steps s called finite horizon at once. Thus, the

defining equation of the system (1) in the deterministic case (dj, =0) is trans-
formed into

qu(k’ S) = Xis _As‘xk 2 (3)
U
u(k, s)=| : ,
Upts-1
Q,=(4"B 4B .. 4B B).

. . . . *
In this case our goal is to synthesize such u(k, s), that provides x;_,, = x

and constraints (2).
In the stochastic case instead of (3) we get

k+s-1
Qu(k, s)=x,,, —A'x,— D A""d,. (4)

i=k

There are two main approaches in control of systems with random perturba-
tions: robust and probabilistic. In next two subsections we will show from this
two standpoints, that in the stochastic case we also should use the control, which

. *
satisfies (3), where x; ., =x .

Robust control. According to (4), if there are no constraints on values of d,
the system is assumed to be uncontrollable, because for every predetermined
control u(k, s) the set of possible future states at the k& + s point of time is
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unbounded. If at the stage of controller development there are known constraints
on perturbations in form

|dki|£dmaxi’kezai€1,_n, )

where vector d consists of given positive numbers, then the value of the

max

future state x;_ ¢ at the point of time k +s with MPC without feedback is con-

strained by a polyhedron with point of symmetry Q u(k, s)+ A’x, , according

to formula
k+s—1

X, =Quu(k s)+A'x, + z A™d
i=k
using measured current state x; or its estimation.

Thereby, it is natural to synthesize such a control, that the point of symme-
try of this polyhedron coincides with the aim x" . Controls with this property are
described with the same equation (3). This statement of the problem can be
called robust with respect to external perturbations. Then there is a bounded
neighbourhood of the aimed state, where the system is guaranteed to reach with
the appropriately synthesized feedback controls if the perturbations do not vio-
late their constraints (5).

Probabilistic control. If it is known about the perturbations, that E[d]=0

and that they are mutually independant, then we can express E[x; ] asin
k+s—-1 )
E[xk+s] = E|:Qvu(k) S) + Asxk + Z Ak”lld[:| = qu(k, S) + Asxk .
i=k

Thus, we get equation
Qu(k, s)=E[x,,  ]-Ax,.

With this statement of the problem it is natural to synthesize such a control, so

that E[x; ] = x . This again reduces the control synthesis problem to solving the

equation (3), where we substitute x;  ; with x with linear constraints ).

Control update. It is obvious, that if we can measure each current state of
the system, it is wise to recalculate future controls taking into account measured
system state which may be different due to acting unknown perturbation. It gives
us some kind of feedback MPC, that allows us to take into account previous
disturbances. In practice, this allows us to realize effective control in noisy envi-
ronment in comparison with unchanged synthesized control sequence.
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ATTAINABILITY CONDITION

If for the particular prediction horizon s the aim X is not reachable from the current
state x; , it is desirable at least to have some kind of rule, which helps us to hand-

pick some another reachable aim, so that sequence of such intermediate aims will
either end up in a state, from where the original aim is reachable, or at least will

. . . . . . . * . .
converge to the original aim. It is obvious, that if the aim x is reachable in s,

steps, where s, = ks, k € N, k=2, than such sequence exists, but in general
case it is not obvious how to construct it without simply incrementing s until we find

*
the desired control sequence. But in case when x =0 (stabilization problem) we
can formulate such a rule, which satisfies conditions of theorem 1, 2, 3 or 4.

In the following theorems we assume, that ||A|| >1, because otherwise the

system will converge to 0 even without any controls.
Theorem 1 (1* convergence condition). Let Xy = x; and X, be the next

intermediate aim chosen from state X;. If ||)71 +1” < ||)7i||—8, >0, then the

system’s state will reach d -neighbourhood of 0 in finite number of iterations. If
this inequality remains right until 0 becomes reachable in s steps, then the sys-

tem will reach such state in finite number of iterations.
Proof-

[l < o] 3. (©)

As we can see from (6), there is such number i, so that ”fo” —i0<9. O
Theorem 2 (Consequence of the theorem 1). Let X, = x;, and X; .| be the

next intermediate aim chosen from state X;. If

[l 2
0 -neighbourhood of 0 in finite number of iterations. If this inequality remains

right until 0 becomes reachable in s steps, then the system will reach such state
in finite number of iterations.

A°X; ASH—1)||YZ~||+5 , 0>0, then the system’s state will reach

Proof.

el <z - (o] -Vl <I)-s. o
From (7) follows, that the requirements of the theorem 1 is fulfilled. O
Theorem 3 (2™ convergence condition). Let X, = x; and X;,, be next in-

4 A1) %o +5.

termediate aim chosen from state X;. If

- [l =

d > 0 for every i for which 0 is not reachable from X; in s steps, then the system

will reach such state in finite number of iterations.
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Proof.
ol < [~ (-l = = | (a5 <
A7 (AS X -4 ?co||—5)+||)70||—§s
A (7| -]+ - 1+ o <.... ®)

k
LS|4 A A .

i+l (- N N / k ~ f
(Fl Izl - a2 [ <[zl - 5%
k=0 k=0

As we can see from (8), this process can continue only finite number
of iterations. 0

Theorem 4 (Consequence of the theorem 3). Let Xy = Xx;, and X;| is next
AT [ 2 (|- 1)l 5.,

&> 0 for every i for which 0 is not reachable from X; in s steps, then the system

intermediate aim chosen from state X;. If

will reach such state in finite number of iterations.

Proof.
|25 il < 4*| Il -l ©)
From (9) follows, that the requirements of the theorem 3 is fulfilled. [
SOLVING METHODS
Variational Method

The core idea of the variational method is to calculate the optimal control
without taking into account any constraints, and only after they will be taken in
account for analytical solution obtained.

The control is calculated in following scheme: firstly, we partition Q_ col-
umnwise into matrices Q"' and Q!2, so that Q' is square and invertible, and

I . -
Q. contains all remaining columns.

We can calculate parts of u(k, s) (u; (k, s)and u;, (k, s))asin
u, (ks)=[Q0 +Q5 @) @) (' ~A'x) and  (10)
u, (k s)= QH'@Ql )_lull (k, 5). (11)

For detailed proof see [8].
As a result, we get a straightforward formula to calculate a control sequence

%
u(k, s) for every given current state x;, and aim x in form of a linear equation
*
u(k, s)=K(x —4°x,),

where X is built according to the equations (10) and (11).
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As it was already said, the result calculated in this way is not necessarily

satisfies constraints (2). But if x = 0, then we can use some kind of conver-
gence strategy, as it was described in the Attainability Condition section. In this
section we propose two different convergence strategies: linear approach and
projection approach.

Linear Approach Strategy. The main idea of the linear approach is to apply
control #(k, s) , calculated as in

u .
u(k, s)=| min —2— L.y(k, s
( ) iel...sr|ui(k,S)| ( ) (12)

if u(k,s) does not satisfy constraints (2).

~ 1 . umaxj . .
Theorem 5. If ||x0|| <qr—min . ;. ——, where K ; is the j-th row
‘ _q jel...sr H J

J

of K, then applying U (k, s) calculated as in (12) to the deterministic variant of
the system will produce a sequence of X;, which satisfies the theorem 4.

Proof. If u(k +is, s) satisfies constraints (2), then 0 can be reached from
state X; with u(k +1is, s) control. In other case, we can deduce following.

Let us denote ,; as in

Umax J

o;,= mn —>——.
uj(k+is,s)‘

l e
jel..sr

It is obvious, that 0 < a; <1.
Qu(k+is, s)=0—-AX;,
Qi (k+is, s) =X, — A°X;,
X — A% = Q (ou(k +is, 5))= 0, Quu(k +is, s) = -a,; A°X;,
%= (-0 ) A
Using the Cauchy-Bunyakovsky-Schwarz inequality, we can limit o; as in

Umax J

s
K;A°X;

o, = min
jel...sr
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|45 -l =] 42| - 0 - @] 4% | = a 4% >

i+l

. umaxj
min T
K| a5

jel...sr

o u
‘Asxl.u— min >(HA‘“ —
jelsr || K H

Let us define & as

8= min Pmax j (HAH )|x0||.

jel...sr KJH

Thus, we can write inequality
Azl (|- 5.

0 > 0, so the conditions of the theorem 4 are satisfied. O

As a byproduct of the variational method of control, we get theorem 6.

Theorem 6. For the linear MINV system for every s there is an &-
neighbourhood of 0, from which it is reachable in s iterations with controls satisfy-

u
ing constraints (2). Also, € 2 min,_;— ”maXl , where K is the i-th row of K.

Proof. Let’s try to generate an s-step control sequence u(k, s) from some

state x; to O using the variational method.

u(k,s)=—-KA4%x; .

Using the Cauchy-Bunyakovsky-Schwarz inequality, we get inequality

g )| <K e 7 €T (13)
So,
tma 2 [Ki| - [ P €1.or (14)
is sufficient for control (13) to be valid.
From (14) we get
maxz
bl < min. &

[

In the variational method the control synthesis problem was considered as
one without any constraints on controls at first. After obtaining a solution in
analytic form the set of reachable states is artificially reduced to those, which are
reachable by using the controls synthesized with this method.

Projection Approach Strategy. Another approach is to select a projection of

0 onto the set of states reachable from X; in s iterations with controls generated
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with the variational method. In other words, each X;,; is a solution of quadratic
programming problem
min (x*, x")
K

<K (x"-A4°%)<u

It is obvious, that the resulting next intermediate aim X,,; is such that its

subjectto —u iel...sr.

maxi maxi »

norm is less or equal to norm of the intermediate aim computed from the same
current state X; with linear approach. So, the projection approach strategy also

satisfies the theorem 4.
Optimal Aim Approach

The optimal aim method was proposed in [8, Sect. 5]. In this method we are
repeatedly solving the problem

min J(u(k,s))= (<qu(k,s)+ A'x, —x", Qu(k,s)+ A'x, —x") +

1
2
alu(k,s), u(k,s)))

with constraints (2), while decreasing values of positive coefficient o .
We can describe reachable states’ set X ., as

— . _ S .
Xieach =X x=Qu+A"Xp, =ty SU; SUpayeis L€LLsP

. . * .
and projection x" of x ontoitas

x" = arg min
xeX

*
X—X |.

reach
Theoretically, we can say, that statements

#

Qu(k,s)+A’x; — x and

a—0
u(k,s) > arg  min  (u,u)
a0 Qut A x=x"

are true, so this way we can find with certain precision a control, which brings
the deterministic variant of system at the point of time k + s as close as possible

* . . . . . . . . .
to x . It is uncertain, if it will produce a sequence of intermediate aims, which
. . . * .
converges to the original aim x in general case.

Luckily, if x =0, then this way we find a control u(k,s), which brings the

system’s state even closer to 0 (or at least not further), than the linear approach of the
variational method, in case we can not reach 0 in s iterations yet. This way we can
guaranty, that in this case the sequence of intermediate aims will converge to 0.

We would like also to emphasize, that X .., 1s a set of states reachable

from the current state x; in general, without considering any particular con-
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trol synthesis algorithm. So, it is a superset of the set of states, reachable with
controls generated by the variational method. As a result, this method also gives
us intermediate aims not further, than ones generated by the projection approach

of the variational method. So, using X" computed this way as the next interme-
diate aim also satisfies the theorem 4.

But in practice we can’t calculate the solution of the problem (15), (2) for
any small o because of limited precision of computations with floating-point
numbers. So, the best we can do is to stop decreasing o when next resulting
control u(k,s) leads the system into a state further from 0 than the one from

previous result. This way we synthesize new sequence of controls with reason-
able precision.

As a tradeoff between computation precision and speed, we also can choose
a reasonably small o beforehand and solve the problem (15), (2) only with this

value. Under uncertainty when x, is known with errors it is fully acceptable.

Indexes Partitioning Method
This approach was proposed and considered for the first time in [8].
The main idea of this approach is as follows. Firstly we try guess a right

and [

max

partition of index set 1...s7 into three subsets [, / . Then we are

min
trying to calculate a control u(k,s) according to formulas:
u;(k,s)=-u iel

maxi > min >

I/ll-(k,S) =Unaxi> L € x>

— -1 Imin uImax )_1, ( — -1 . **)
W]min 7 - ((Q )Imin Ulmax u]min U[max (k’ S) (Q )]min U[max X ’

max

min U[max >

_ ok AT Ul
ulo(k’_g)z(g 1)]0 X +(Q l)lgnnu L

sk *
where Q=Q7Q +aF and x = QI (x - 4°x;).
If resulting control satisfies constraints (2) and w; >0, w; <0
min max

(strictness of this inequalities is significant), then we have found a solution of
the problem (15) with constraints (2). In other case we should try another index
set partition.

It would be great to have some kind of rule to choose next index set parti-
tion based on previous tried ones, so that it will lead us to the right one faster,
than just trying all variants in sequence or randomly choosing next variant.

Sequential traversal rule. In [8, Sect. 6] was proposed such a rule, but with
a caveat: for some particular problems it will lead the search of partition into
loop. So, if we want to implement it in practice, we will need to also implement
check for such loops. If a search loop was detected, we should choose next index
set partition in some other way - for example, randomly.

We also need to decide on partition to check first. We suggest it to be

Io=1...sr, Iin =D, I =9, because if A*x; is in certain neighbour-
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hood of x" , then the solution will correspond to this partition.

The idea of the sequential traversal rule is to decide next checked partition
using calculations, which have been done for the previous partition. In particu-
lar, the next partition is generated as following:

e move from [, to [;, those iel,, for which u;(k,s)<—u,y;

(this way it violates the constraint (2));

e move from [, to [, those iel,, for which u;(k,s) >ty

(this way it violates the constraint (2) as well);
to [ those i e/

e move from / min » for which w; <0;

max for which w; 2 0.

This algorithm has one important property: if we try to produce with it next parti-
tion from a partition which corresponds to solution, we will get the same partition.

As it was already said, this algorithm can produce loops. So, if we build a
directed graph of partition traversal, it will consist of one or more connected
components. One of them, obviously, will contain the solution, and we will
reach the solution if we start from any of nodes from this component. Search
started from any node from other component will lead into loop.

According to results of our test runs with randomly generated problems, the
situation when the search process falls into a loop is relatively rare. But it is not too
rare to ignore this possibility. The results of this test runs are shown in Table 1.

In this table columns contain following:

- n— dimensions of state;

- r— dimensions of control vector;

- s — number of produced control’s iterations;

- Trivial — number of samples with solutions corresponding to partition
Io=1...sv, [,,=9, [.x=9;

- Nontrivial — Number of samples, for which the solution was found
without falling into a loop, excluding “Trivial” cases;

- First try — number of samples, for which the solution was found with-
out falling into a loop (”Trivial” and "Nontrivial” cases);

- Loop — number of samples, for which search process have fallen into a loop;

- All — number of all problems with this #, r and s values tested.

We should empathise that distributions used in random sampling of problems
are not chosen with some kind of reasonable methodology - it is only used here for
illustrative purposes. The right way to do it is a topic for further discussion.

min

e move from /[, to [, those ie [

max °

Table 1. Distribution of search situations for randomly generated problems for sequential
traversal algorithm

n r K Trivial Nontrivial First try Loop All

3 3 1 2117 7847 9964 36 10000
4 3 2 6519 3059 9578 422 10000
5 3 2 4646 4989 9635 365 10000
6 3 2 2676 7243 9919 81 10000
7 3 3 6125 3411 9536 464 10000
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Fig. 1. A partition traversal graph with solution’s component consisting of only two partitions
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In those unfortunate cases, when the partition traversal graph consists of
several components, the number of partitions we would check before finding the
right one highly depends on size of the component containing the searched parti-
tion. It is due to the fact, that if we detected a loop, we need to choose next parti-
tion randomly, and probability of continuing search from within the right
graph’s component is equal to the size of this component divided by the size of a
partition pool we are choosing from. An extreme example of a search graph with
a solutions’ component consisting of only two nodes is shown on Figure 1.

On this figure we represent partitions as a strings consisting of symbols 0,
- and +, where each next symbol indicates, that corresponding index belongs to
Iy, Iin or 1. respectively. The solutions’ partition is marked with light-

green colour. It can be also identified by a self-loop on it. The trivial partition
(Ly=1l.sr I, =D, [, =) is marked with light blue. The traversal

loop is marked with red colour. Multiple source nodes of traversal graph which
leads into the same next node is grouped in gray-coloured vertices labeled with
number of the grouped nodes.

Fortunately, in most cases the traversal graph consists of only one component.
Obviously, in this case the problem solution's partition can be either trivial or nontriv-
ial. On the other hand, we have also found some rare cases with three components.

Fortunately, in most cases the traversal graph consists of only one compo-
nent. Obviously, in this case the problem solution's partition can be either trivial
or nontrivial. We have also found cases with two or three components.

As an alternative to loop detection we can instead detect repeated visits of the
same graph nodes. It will guaranty, that the solution will be found in finite time. It will
also make the search faster. But it requires considerable amount of memory.

FEEDBACK STABILIZATION

If we have a controllable system, for which full state vector is either measurable (i.e.
the system is measurable) or can be estimated, then we can construct a feedback loop
to control its state. The approach of the control theory is to apply some kind of linear
transformation to the measured (or estimated) system's state. Contrary to it, we pro-
pose to use one of the control synthesis algorithms described above in the feedback
loop to transform the current measured (or estimated) state into the control vector. But
here arises a contradiction: at each point of time we need to generate only one control
vector, while this method generates a whole sequence of them. There can be different
approaches how to cope with it.

Application schemes

As it was already said, to take noises’ impact into account, we need to re-
calculate controls anew after each control iteration. Otherwise, at the point of
time k + s deviation from expected trajectory will accumulate. In case of unsta-

ble or metastable system (||A|| >1) the deviation can (and in most cases will)

reach considerably large values.
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Thus next questions arise: for what horizon synthesize controls next time

and what aim state X to choose. The most evident application mode on fixed
horizon is following:

1. at the point of time k calculate controls for points of time from £ to
k + s —1 inclusive and apply the first control from the calculated sequence. The

expected state at the & + s point of time denote as X ;

2. ateach k+1i point of time, where i € 1...5 —1, calculate such control for
horizon k+i — k+s—1, so that deviation between new expected state at k + s

point of time and x" is minimal. Apply the first control from the newly generated
control sequence. If i = s —1, then k := k + s and go to the first point.

This way we are striving to reach an intermediate aim x" chosen at the point
of time k. Let’s call this scheme as a “strict with intermediate aim striving”.

But it is not the most rational strategy. All theorems about attainability con-
ditions proven here have one significant common point: the next intermediate

aim’s norm HX#H must not be bigger than certain constraint. That’s why we

don’t need to keep the same intermediate aim - it is enough to minimize the
norm of the system’s state at the k£ + s point of time ||xk +S|| . This approach is

more rational, because in some cases noises may help us instead of interfering,

and after their impact X" may appear not to be the most close to 0 reachable
state. Let’s call this scheme as a “strict with striving for minimum”.

There is also an experimental scheme, according to which we also recalcu-
late the control sequence after each iteration, but we don’t change the horizon
length. Let’s call this scheme as an “asymptotic”. This scheme is not substanti-
ated by the theorems proven in this article, but according to computational ex-
periments it is also working.

If state measurement precision is proportionate to the trajectory deviation, it
is appropriate to continue using previously generated control sequence.

Algorithm testing
Test were performed on a model cognitive map system, which can be de-
scribed with equations

Ax,, = AAx, +Bu, +d,
Axp = X = Xy »
where X is a state of the system, u, is a control and, d} is the random

perturbation at the moment k; A and B are system matrices.
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The particular values used for the model system are as follow:

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

A= 0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1
-0,025... 0,083... -0,449... 0,706... -1,305... 0,636... 0,59

-088 0,73 -0,84
-039 0,44 -0,56
0,2 0,69 -0,16
B=-048 024 -08
-0,38 0,78 0,8
0 -0,46 0,09
0,25 =087 0,74

and uniformly distributed noise with interval [-0,01; 0,01]. Here matrix 4 is a
transposed frobenius matrix with eigenvalues -1,27; 0,77 + 0,537; 0,08 + 0,48i;
0,08 = 0,3i. Thus A4 is an unstable matrix. The control synthesis were performed
for horizons with length up to s = 6 iterations.

The results of modelling for control schemes described in subsection 6.1 with the
optimal aim control synthesis algorithm are depicted on Figures 2, 3 and 4. The results
of modelling with applying whole generated control sequence without changes (in
other words, without feedback) are depicted on Figure 5.

On these figures real system’s trajectory is shown as blue line and forecasted tra-
jectories are shown with different shades from black to light-gray. Forecasts for 6
steps ahead are shown with black; the most pale shade of gray depicts one-step fore-
casts. For each scheme there are two representations: for x (actual system's state) and

Ax (impulse values). Because figures for different vector's components are similar,
here we show only one typical component for short.

On Figures 2 and 3 we can see that initial convergence for the strict
schemes is faster than initial convergence for the asymptotic scheme, as shown
on Figure 4. On the other hand, the asymptotic scheme gives us less drifting of
the system's state x after initial stabilization phase in comparison with the strict
schemes. And on Figure 5 we can see the consequences of applying whole gen-
erated control sequence to system without changes: the difference between fore-
casted and actual future state is rather big (except a few rather lucky occasions).
The only reason why applying unchanged control sequence can still stabilize the
system is because the noise's interval in this particular case is rather small.
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Fig. 2. Strict scheme with intermediate aim striving: a) for Ax , b) for x
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Fig. 3. Strict scheme with striving for minimum: a) for Ax , b) for x
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Fig. 4. Asymptotic scheme: a) for Ax , b) for x
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Fig. 5. Control without feedback a) for Ax , b) for x

Combining application schemes
The strict and asymptotic schemes have different qualities. The strict scheme
is the most suitable for situations, when the last forecasted trajectory leads the

system into 0, while the asymptotic scheme is good either when the system's

initial state is already in certain neighborhood of 0 (which size is proportional to
the noise's standard deviation) or as a fallback for situations, when we can't lead

the system's deterministic model to zero during predefined horizon s .

As a result, we propose to dynamically change the applied scheme as following.
Suppose we have a system with n-dimensional state vector x and m-dimensional
control vector u, we have chosen maximum horizon § and we consider € -
neighborhood of 0 . Let p be the smallest integer, for which m - p > n. Then:

1. If the current system's state is out of the ¢&-neighborhood of 0,
synthesize a control sequence for horizon s .

1.1. If this sequence leads the deterministic system's model to 0,
then proceed with strict scheme by decreasing horizon length by one on each
iteration. When the next horizon length according to the strict scheme should be

less then p, decide again, what scheme to use. Also, if the system's state appear
inside of the € -neighborhood of 0, go to the second clause.

1.2. If this sequence does not lead the deterministic system's model
to 0, then apply the first control of the generated sequence and decide again,
what scheme to use. This way we will apply the asymptotic scheme until we can
lead the deterministic system's model to O in s iterations.

2. If the current system's state is inside of the € -neighborhood of 0, then
synthesize a control sequence for horizon p . Apply the first control of the
generated sequence and decide again, what scheme to use. This way we will
apply the asymptotic scheme until the system's state will appear out of the € -
neighborhood of 0 for some unknown external reason.
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CONCLUSIONS

Original theoretical results developed in the paper are first of all oriented on practi-
cal application of different control strategies based on MPC for discrete linear
MIMYV system and derived from the obtained methods. The concept of finite hori-
zon enables coordination of predictive interval and bounded uncertainty in suitable
way. Under uncertainty instead of prescribed terminal point system will reach its
vicinity so-called invariant set. With proposed approach there is no need to use con-
ventional concept of stability according to Lyapunov.

MPC may also be used in case when instead of a full state vector measure-
ment we have an incomplete measurement that is a vector with dimension less
than 7 . In that case control system should include a state observer.

For MPC in case of noisy measurements we can use a state estimator based
on data on back moving interval like those described in [9].

One of perspective applications of proposed methods is control of processes
in cognitive maps.
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'HauionansHuii TexHiuHmit yHiBepcHTeT YKpaiHu

«KuiBcbkuil nositexHiuHui iHCTUTYT iMeHi Iropst Cikopchkoro»
np. I[lepemoru, 37, m. Kuis, 03056, Ykpaina

TucTuTyT KOCMiunnX octimkens HAH Yipainu ta JIKA Yipainn,
rp. Axaa. I'imymkoBa 40, xop. 4/1, 03187, KuiB, Ykpaina

METOIN KEPYBAHH 3A ITPOI'HO3HOIO MOAEJUIIO
JJA JMCKPETHUX CUCTEM 3 BAI'ATbMA 3MIHHVMMMU TA BXOJJAMU

Beryn. 3HauHy KiJIBKICTh CHCTEM 3pYYHO MOJICIFOBATH SIK JUCKPETHY JIiHIHHY cucTeMy 3 OararbMa
BXOJlaMHU Ta OaratbMa 3MiHHUMH. Kou mocTtae 3aa4a KepyBaHHS TAKHUMH CUCTEMaMU, MPHAHITO
BUKOPHCTOBYBATH METOJIH, PO3pOOIICHI Ha OCHOBI Teopii kepyBaHHsL. [IpoTe 11i METOIM MaroTh HI3-
Ky Bigommx mpoGieM. Hamprkiaz, sSIKIIO po3IVIAaroTh HeeTePMIiHOBAHI CHCTEMH, TO BHXOJTH 3
TIPHUITYILCHHS TPO TIEBHI CTATHCTHYHI BIACTHBOCTI 30ypEHb.

MerTolo wi€i crarTi Oys0 po3poOJIeHHS AITOPUTMIB CHHTE3y KepyBaHHS Ha OCHOBI inei
Ta MiXO/IiB 10 KEPYBaHHS 32 MPOTHO3HOK MOJECILIIO.

Metoau. Ha BinMiHy BiJ KIIACHYHOIO MiAXOAY, y il pOOOTi 32 METY CTaBUThCS CUHTE3
HaKMKpaIioi 3a MEBHUM KPHUTEPIEM IOCHiZOBHOCTI KepyBaHHs. [Iyii CHHTE3y 3aCTOCOBYIOTBH
pe3yJIbTaTH, OTpUMaHi 3a JornoMoroio Teopemu Kyna-Takepa.

PesyabraT. OTpUMaHO HOBHI KJlaC METOJIIB, 3MATHUX MPUBOJUTH CTaH JIIHIHHOT CHCTEMH JI0
HyJs (a0 y BUIAJKy HasBHOCTI 30ypeHb — 10 HOro OKOJIy) Ta CTaOuli3yBaTH (PyHKI[IOHYyBaHHSI
KOTHITUBHOI KapTH 3a CKiHYeHHHWiI yac. OTpUMaHi METOIM MOXYTh KepyBaTH HE TUIbKH CTPOTO
CTIHKMMH CHCTEMaMH, a TaKOX 1 HaIBCTIMKUMU Ta HECTIHKIMM, 30KpeMa i B yMOBax HasBHOCTI
BUIAJIKOBUX 30ypEHb Ta 3 ypaxyBaHHIM 0OMEKEHOCTI PeCypCy KepyBaHHSL.

Po3po0iieHi MeTOH Pi3HATHCS 32 €PEKTUBHICTIO BUKOPHCTAHHS Pecypcy KepyBaHHS Ta
HEOOXITHUMH OOYHCITIOBAIbBHUMHU pecypcamu. EQeKTHBHIII MeToqu MOTpeOyIOTh Oiblie
O0YMCIICHB JUISl OTPUMAaHHS pe3yJibTary. lle mpu3BOANTE 10 HEOoOXiTHOCTI BUOMpPATH ONTH-
MaJIbHUH METOJI Y KO)KHOMY KOHKPETHOMY BHUITaJKy OKPEMO.

BucHoBkH. OTpuMaHi METOJM MOXYTh 3aCTOCOBYBATHCS M KEPyBaHHS 5K TCXHIYHHU-
MH, TaK 1 Oy[Ib-SIKMMH 1HIIMMH CHCTEMaMH, SIKi OTMCYIOTHCS 5K JIHIHI KepOBaHi CUCTEMH 3
GaraTbMa 3MiHHMMH Ta BXOaMU a00 SIK KepOBaHi KOTHITUBHI KapTu.

Po3po0ieHi METOM 3aJTMIIAIOTH TPOCTIP JUTS MOAANBIINX JOCHIPKEHb Ta TTOKPAIICHb
SK CaMHUX OOYHCIFOBAIBHUX ANTOPUTMIB, TaK i CXeM IXHBOTO 3aCTOCYBaHHS.

Koirouosi csioBa: BapiatiiiHuii METOI, TMCKPETHA KEPOBaHA CHCTEMa, KEPYBAHHS 3a MPOTHO3HOIO
MOJIEJLITIO, KOTHITHBHA KapTa, JIiHIHA CHCTeMa, CHHTE3 KepyBaHHs, KOB3HHMII IHTEpBaJl.
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METO/IbI YIIPABJIEHUS I10 [IPOTHO3UPYIOLIENA MOJEJIN 181 IMCKPETHBIX
CHUCTEM CO MHOT'MMU IIEPEMEHHBIMH Y BXOJOM

BBenenne. CylecTBeHHOE KOJIMYECTBO CHUCTEM YJOOHO MOJIENUPOBATH KaK IHCKPETHYIO
JMHEHHYI0 CHCTEMY CO MHOTHMH MepeMeHHbIMU. Korjia cTaBuTCsI 3a/1a4a yIpaBIeHHs TaKu-
MH CHCTEMaMH, IIPHHATO UCTIONB30BaTh METOJIBI, IOCTPOCHHBIE HA OCHOBE TEOPHH yIIpaBIIe-
Husl. OJJHAKO 3TH METOJIbl UMEIOT MepeveHb U3BECTHRIX MpobiieM. Hanpumep, B ciyyae, eciu
paccMaTpUBaeTCs HEIETEPMHUHAPOBAHHAS CHUCTEMa, TO TaKHE METOIBI UCXOAAT W3 MPEAIo-
JI0)KEHHSI O HEKOTOPBIX CTATUCTHYECKUX CBOMCTBAX, BO3HUKAIONIUX B CHCTEME BO3MYIIICHHUA.

Leab cTath — pa3pabOTKa aTOPUTMOB CHHTE32 YIPABJICHUS HA OCHOBE MPOTHO3UPY-
ol1ei MOAEH.

MeToasbl. B oTiiume OT KIIaCCHYECKOTo IMOIX0/1a, B JAHHOM TPY/E 32 IIeNb CTABUTCS CH-
HT€3 HaWIyylled 10 OIpPEeAENIeHHOMY KPHUTEPHIO IOCIEIOBATENLHOCTH yNpaBieHHH. JIis
CHHTE3a HCIOJIB3YIOTCS Pe3YJIbTAThI, MOTYyUSHHBIE ¢ MOMOIIbI0 TeopeMbl KyHa-Takepa.

Pe3ysibTaThl. BbUI MOSTyYeH HOBBIH KJIacC METOJIOB, CIIOCOOHBIX NMPHBOIMTH COCTOSHHUE
JIMHEHHON CHCTEMBI K HYJIIO (WU, B CIIy4ae IPUCYTCTBUS BO3MYIICHU, K €0 OKPECTHOCTH)
U CTaOMIM3UPOBaTh (HYHKIMOHUPOBAaHNE KOTHUTUBHBIX KapT 3a KOHe4Hoe Bpems. Ilomyyen-
HBIE METOJIBI CIIOCOOHBI YIIPABIATH HE TOJIBKO CTPOrO YCTOWYHBBIMH CHCTEMaMH, HO M CHC-
TEeMaMH Ha TPaHH yCTOHYMBOCTH U HEYCTOWYHMBOCTH, B TOM UHCIIE U B YCIOBHAX MPHCYTCT-
BUSI CITyYalHBIX BOBMYIICHUN H C yYETOM OIPaHHYCHHOCTH pecypca YIpaBJICHNUs.

PazpabotanHbie MeTo/bI pa3nyaroTcs: 3G (HEKTUBHOCTHIO UCIIONB30BAHUS pecypca yIpas-
JICHUsI ¥ HEOOXOIMMBIMU BBIYUCIUTENBHBIME pecypcaMu. bosee 2 deKTHBHbIE METOABI Tpe-
OyroT 0OJIBIIEro KOJIMYECTBA BEYUCIACHUN IS MOIYUIeHHs pe3ysbTaTa. DTO IPUBOIUT K HEOO-
XOJIUMOCTH B KaXJIOM KOHKPETHOM CJydae BEIOMPaTh CBON HanOoJee ONTUMATBHBIA METO/I.

BoiBoasl. [lomydeHHbIE METOIBI MOTYT IIPHMEHSATHCS B YIPABICHUH KaK TEXHHYECKUMH,
TaK W JIIOOBIMU IPYTUMHU CUCTEMaMH, KOTOPBIC OMUCHIBAIOTCS KaK JHHEHHbIC YIpaBsieMble
CHCTEMBI CO MHOTHMH TIEPEMEHHBIMH U BXOJIaMH MJTH KaK KOTHUTHBHBIE KapTHL.

Pa3zpaboraHHble METOABI OCTABISIOT NMPOCTPAHCTBO Ui AAJbHEHIINX HCCIIEAOBAHUN U
VIIUIIEHUH KaK CaMHUX BBIYHCIUTENBHBIX allTOPATMOB, TaK U CXeM HX NPUMEHEHHUS.

Knroueevie cnoea: BapualliOHHBI METOJ, JMCKPETHas yIpaBisieMasl CHUCTEMa, YIIPaBJEeHHE IO
MPOTHO3UPYIOLIEH MO/IeNH, KOTHUTHBHAS KapTa, JIMHEHHAs CUCTEMa, CUHTE3 YIIPaBIIEHHUs, CKOMb3sI-
LI UHTEPBAJL.
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