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MATCHING BASED MULTISTYLE LICENSE PLATE RECOGNITION

Introduction. A State-of-the-Art of license plate (LP) recognition from images is observed.
Despite the fact that License Plate Recognition (LPR) is often regarded as a solved task,
country-specific systems are mostly designed that limits their application. Pay attention to the
increasing mobility, effective LPR systems must handle multistyle LP including multinational
ones that have different fonts and syntax. Another bottleneck of LPR is that accuracy of
recognition at varying environmental conditions as well as of low resolution or degraded LP
usually is rather low.

The purpose of the article is to develop algorithms for multistyle single line LP learning
and recognition from images as well as for comparatively low resolution LP processing.

Methods. Randomized Hough transform is used for detecting horizontal frame lines and
subsequent LP localization in image. Structural feature matching approach is used for
character recognition. Correction of recognition results is based on calculation of modified
Levenstein distance (MGED) between LP description and templates.

Results. New algorithms for multinational license plate learning and recognition from
images are proposed. Localization of LP in images is based on LP frame detection using a
randomized Hough transform to detect horizontal contour frame line segments. Recognition
of segmented characters inside LP is based on searching key points in skeletonized character
images and matching these points with etalons. Correction of recognition LP output is
carried out by matching and defining MGED between LP input description and templates.
Online active learning for recognition of new LP symbols and templates is also proposed.
Results of testing developed algorithms and software are described.

Conclusions. Algorithms for multistyle LP localization and recognition from images are
proposed. Control and correction of recognition results is based on calculation of MGED
between input LP description and templates which are more general in comparison
conventional text lines. As future work, it is planned to increase accuracy by learning feature
etalon weights, as well as to consider other LP types for recognition and to test developed
means on more representative data samples.
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INTRODUCTION

The task of automatic search and recognition of license plates of cars (LP) in
images (LPR — license plate recognition) is a special case of recognition of text
information in the world around us. This task is considered more complicated in
comparison with the recognition of texts on paper, since it must be solved in
uncontrolled conditions and with limited possibilities for using reference data to
correct recognition results. LPR systems [1-6] are actively used to automate
payment for travel and parking, fix accidents, track vehicles and solve other
important problems. The development of new, more effective LPR tools remains
relevant for the following main reasons:

1. Reliability of LP recognition in uncontrolled conditions is relatively low
(60 % — 80 % according to [4]) due to the influence of interfering factors (speed,
weather conditions, changes in illumination, various angles of vision). Recognition
accuracy also depends on the camera-to-car distance: the well-known LPR suggest
that the size of the character in the image should be at least 25-30 pixels, and the
size of the license plate should be 100—130 pixels [1-2].

2. The number of license plate styles (types) is constantly growing, but
most of the well-known LPR systems are designed to recognize national LP of
their countries and have limited options for online learning and recognition of
new LP types or styles.

Most LPRs consist of three main parts: 1) LP localization in the image,
2) segmentation of the LP image into separate characters, 3) segmented character
recognition using optical character recognition (OCR). The OCRs used are usually
developed on the basis of learning (neural networks, SVM, AdaBoost) [1-6] using
a large number of positive and negative examples of symbol images. As a result,
learning requires a lot of time for the preparation of input data and subsequent
implementation. So, e.g., in [6], for the deep learning of a neural network to
recognition of two types Brazilian license plates was used about 4000 allocated
and marked by operators LP images (40 % of the total number, recognition
accuracy on the control part of the set — 85 %). To search for LP in images,
another neural network was used, previously learned on another training set, and
the authors consider the learning to recognize other types of characters and symbol
fonts [6] as a rather complicated task that will need to be solved in the future.

When performing the work, two main goals were pursued: 1) the development
of online learning tools for recognizing various types of single-line LPs and 2) the
recognition of relatively small size noisy LPs. The work is going on of [7] — new
algorithms are considered: 1) preprocessing and segmentation of LP into symbols;
2) character recognition based on matching of so-called "key points" on the
skeletonized image representation [8]; 3) correction of recognition results based on
the modified Levenshtein edit distance (ED) technique [9].

LP recognition accuracy can be significantly increased on the base of
calculation the ED between the input text line and each of the reference LP lines
that can be in view of the camera. This method can be used only in some
especial cases — creating and maintaining a database of all cars is almost
impossible, given the huge number of cars used. In this regard, another
correction is considered, based on comparison of the input LP description with
LP type templates.
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In each country, a relatively small number of templates (types) of national
license plates are used, which specify most of the license plates used and
facilitate the task of recognizing them. The description of the template can be
presented in the form of a list of minimal rectangles, such that each of them
bounds LPs character and has an attribute defining one or more valid codes for
this character. In the simplest case, this attribute takes two values — ‘0’ if
character is a digit, and ‘1’ otherwise. If we neglect size and relative positions of
the characters, we get a description in the form of a text string consisting
of 0 and 1. The correction of the output text line can be performed based on the
calculation of the modified ED (MGED) between the LP input description and
the template descriptions taking into account the sizes and relative arrangement
of the constituent characters. The weights of editing operations (deleting,
replacing and inserting characters) when calculating MGED, in contrast to [9],
are not constant values, but depend on characters, the reliability of their
recognition and position in the line. The MGED features will be considered in
more detail below in Section 3. The LP localization in image and recognition of
the LP characters are performed uniformly for all recognized types of license
plates, the structure of which is taken into account only at the stage of MGED
calculation between the recognized string and license plate templates.

Learning to LP recognition from images can be performed in offline, online
or online-offline modes. In the offline mode, the learning process is close
to [1-3, 5-6] — the operator generates training samples and defines LPs
templates followed by adjusting of etalons feature weights in the best way to
classify training images. In the online mode, the formation of symbol etalons
and LP templates is performed during the operation of the system. In the
combined online-offline mode, feature weights of etalons are further adjusted.

The rest of the paper is organized as follows. Section 1 discusses the LP
localization algorithm in images, and in Section 2 algorithms for preprocessing
LP images, segmenting them into individual characters, and recognizing these
characters are considered. Section 3 contains descriptions of LP templates and
the MGED between LP descriptions. Section 4 describes LPR learning and
Section 5 presents the results of preliminary testing of the developed tools. In
conclusion, a discussion of results and directions for further research is given.

LP LOCALIZATION IN IMAGE

The main stages of the localization and recognition of license plates in images
are presented in Fig. 1.

At the initial stage, LP localization in image is carried out using the randomized
Hough transform for horizontal contour lines detection of the LP frame [10, 11].
To avoid detection of these lines in LP characters area, preliminary image erosion
operation is performed in the horizontal direction (to erode areas with low
brightness). The vertical lines of the frame are detected by tracing vertical edges in
the image. The result of the LP localization is a certain number of quadrangles (FS),
ordered by the conformity assessment estimates of the LP frame. The value of this
estimate depends on the editing operations of the contour line segments during the
formation of the FS, the difference in the angles of inclination of the opposite sides,
as well as the ratio of the lengths of the horizontal and vertical sides.
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Fig. 1. Localization and recognition of license plates in images.

Hough transform is a relatively time-consuming operation. Therefore, in order to
speed up the search, the contrasty image areas, which may include car numbers, are
preliminarily found, and only then, within these areas, more accurate LP localization
based on the Hough transform is performed. The main feature of such areas is a
large number of vertical edges of the contour. The search for these areas is
performed using the so-called “integral” image representation [12] — in each pixel
of the integral image the total number of contour points located to the left and above
this pixel is stored. The integral contour image lets to calculate the number of
contour points in any rectangle using several operations.

PREPROCESSING AND RECOGNITION OF LP IMAGE

At subsequent stages, processing and recognition of the selected image parts with
the highest values P is performed. First, the image is processed to transform
quadrangle to a rectangle with the given dimensions. After that, normalization of
the image by brightness, adaptive image binarization and character segmentation
are performed [7]. Segmentation of LP image into separate areas is performed by
selecting connected objects in a binary image and leaving as candidates for
characters those ones whose sizes and additional parameters satisfy certain
restrictions. If the size of the area significantly exceeds the average size of the
characters, the operation of dividing this area into several parts is performed based
on the use of horizontal projections of the binarized and brightness-normalized
image of this area. An example of segmentation and binarization of characters in a
license plate image is shown in Fig. 2, and examples of processing an image of a
single character are shown in Fig. 3.

Character image recognition consists of the following basic operations:

1. Normalization by brightness, binarization and scaling of the input image
within the symbol area (Fig. 3).

2. Skeletonization of the symbol image [8] and detection the so-called “key
points (KP)” (Fig. 4) on symbol skeleton representation. The main KPs are the
points of ends or intersections of the symbol lines, as well as the points of
changing the bypass direction (clockwise or counterclockwise) of its skeleton
(e.g., the point in the middle of the symbol °S’). Additional KPs are the central
points of the inner contours in symbol images such as ‘0’, ‘O’, ‘D’ or ‘P’.
Generating description of each KP: normalized values of its coordinates, type
and weight (from 0 to 1) KP , as well as the directions of the skeleton line
segments emerging from the main KP. Symbol description includes its KPs
descriptions, width and height of the minimum rectangle bounding the symbol,
as well as features of fragments (a line or curve indicating its position relative to
the KP pair), between some basic KPs.
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3. Calculation of the distance between the input description and the set of
reference descriptions of symbols used. If this distance is less than the threshold
value, the name of the reference corresponding to this distance is assigned to the
input symbol. Otherwise, the above operations (items 1-3) are performed once
more, but with the other parameters of preprocessing and noise removing on the
skeletonized representation of the symbol (feedback between the result of
recognition of the symbol and its preprocessing in Fig. 1). In both cases, the
recognition confidence (0—100) is calculated based on the obtained distance and

(N FARSTEOMX ). AA S760MX )
d

C
Fig. 2. Position adjustment (b) of the input LP image (a). Brightness normalization (c) and

MMM M M
AAR A
COC0 Q0

Fig. 3. Examples of brightness normalization (b),
binarization (c), skeletonization (d) and noise removing (e)
of character images (a).

ABOS

Fig. 4. Key points examples on skeletonized representations of symbols.

In the online learning mode weights of key points depend on their types and
conditions used of detection in the symbol image. In two other modes, the point
weights are adjusted during learning on a set of image examples. The distance
between the two compared characters is defined on the base of matching of their

KPs. Let P, ={p'},i=1,.n and P, = {pjz.},j =1,...n, be sets of key points
in  two symbols; R( pl.1 eP) —  correspondence function:
R(p, eP)= pjz, e P, if p] corresponds to pf, u R(p;)=0 otherwise;
matching— M (R, P,)={(p;,p}) | R(p;)=p}}.
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Maximal matching M, (F,,P,) is the matching with size equaled to
n= M, (F,P)|=min(n,n,) value. Distance D(P,P,)=(D,, +D,, )/w
between two symbols descriptions is defined on the base of finding optimal
matching M (P, P,) of KPs:

cor

M*(R,P)=argminD, =) (w; +w)d((p},p}), €M, (B.P)),

M, (B.B) k=1
where d(p,, pjz) — distance between two KPs and (w) + wjz) — sum of these
points weights; D,, = K,,w,, — cost of deletion |n, —n, | non matched
points; w,, — sum of weights of deleted KPs; w — total sum of KPs weights;
K ,,, — deletion cost of KP with weight, equaled to 1; D, — value D,, that

corresponds to optimal matching M~ (P, P,).

The distance between two KPs depends on the differences in their
coordinates and types, as well as in the directions of the corresponding line
segments emanating from these points. To make decision about the input symbol
it is necessary to define the distance of its description to the set of reference
descriptions. Therewith, the input symbol belongs to a certain class if the
distance of the description of the symbol to set of reference samples of this class
is the smallest among other classes and less than the specified threshold value.

The distance D, (therefore, D(P,P,)) can be calculated using optimal
algorithms [13—15] or algorithm [7], which belongs to type of so-called “greedy”
algorithms (O(m;n,)). As a result, the correspondence (optimal matching) of the

KPs of two compared symbols is defined, which is used to verify features of the traced
skeleton segments between the pairs of corresponding main KPs of these symbols.

MODIFIED LEVENSTEIN DISTANGE AND LPs TEMPLATES

The Levenshtein distance (ED — edit distance) lev,, between two lines of

characters a,b is equal to the minimum total cost of deleting, inserting and
replacing characters of the first line to convert to the second one [9]. Let
Cuor>Chs» Cop(a; #b;) be the costs of deleting, inserting, and replacing (0, if

ins ° sub

a,=b,, and 1 otherwise) a single character. Then the distance lev,, (i, )

between the first i characters of the text line a and the first j characters of the
text line b can be calculated using the following formulas:
lev,, (i, j) = max(i, j), if min(i, j) =0, and

leva,b @i, )= min(leva,b i-1,))+ Cdel,levmb @, j-1)+C, leva,b i-1,j-D+

ns 2
+C,(a, #b,),ifnot.

The ED between two lines is equal to the minimum number of operations to
delete, insert, and replace characters in one line to convert it to the second one
and is a measure of the proximity of two lines. This measure is not always
effective in solving problems of searching, comparing, and correcting texts;
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therefore, in [13—15] more general types of ED were proposed for assessing the
proximity of compared strings. In [13] the weight of operations depends on the
names of symbols and operations (generalized edit distance — GED), in [14] in
addition to [13] an extended list of editing operations is proposed. In [16] a more
general case (Markov edit distance — MED) was considered to evaluate the
likelihood of each sequence of editing operations and it was shown that ED and
GED are particular cases of MED. The book [17] contains a detailed analysis of
the most common issues related to the use of ED. In this paper we propose the
modified Levenshtein distance (MGED) to evaluate the proximity of the
description of the LP recognition result not only to the reference lines, but also,
unlike [1, 4, 5, 9, 13—15] to the LP templates.

Let R={r},i=1..n be the set of minimal rectangles bounding the
images v, of symbols s, on a license plate; Ng; — the number (size of the

alphabet) of the characters used; £, = {em},j =1,..Ng;k= l,..n; — set of

l

etalons (references) of symbol s,; d, ;(v;,E)) =rnkindist(v,.,ej’k €eE) —

distance between image v, and symbol s ; dg(s,) — a feature equal to 1 if s

is a digit, and 0 otherwise.
Consider the following three types of LP descriptions. The first description

is a list of rectangles, to each 7, € R of which correspond N distances between
v, and symbols. The second description is different in that to each », € R two

pairs of values correspond: 1) the recognized character s, and corresponding to

it the smallest distance (d, ;,); 2) (S;,diJ2 = I,Iil,rll d,;|dg(s)+ dg(s,)). The
third description differs from the first one in that it does not contain data on the
size and coordinates of the recognized characters.

Consider also the corresponding LP reference descriptions. The first
description defines the LP template as a set of rectangles, within each of which
there can be one character from the valid lists. The second description differs
from the first in that to each rectangle has not a symbol, but a feature (1 or 0)
that this symbol should be a number or a letter. The third description represents a
text string of characters. The MGED value represents the minimum cost of
changing the input description to bring it into correspondence (matching) with
the LP reference description. Similarly to GED [13], MGED uses the operations
of replacing, inserting and deleting characters, the cost of which depends on the
names of the characters being edited and the type of operation, but there are also
differences from [9, 13—15].

Using the description of the first type, the cost of replacing the s, character
in the input description with the s, character in the reference is equal to

Cop(s;55,) = rknisndl.Jc (vi,E)+ds(i, j), where S, is the list of numbers of

1

valid characters for replacement and ds(i, j) is the penalty for differences in

sizes and relative coordinates of the characters s; and ;. Using the description
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of the second type, C,(s,,5,)=d, ;;(v;,E,)+ds(@,j), if dg(i)=dg(j),
and C,(s;,s,)=d, ;,(v,E;,)+ds(i, j) otherwise. The cost of replacing one

character with another is lower, the closer these characters are in their drawing,
size and position on the LP relatively to other characters. For example, the cost
of replacing ‘5’ with ‘S’ is much lower than replacing ‘5’ with ‘8’ or ‘4’. Data
on the proximity of individual pairs of characters is either predefined or
generated during the operation of the recognition system.

The cost of deleting a symbol depends on its similarity with the nearest
reference (increases with increasing similarity), as well as on the position of the
symbol in the line (decreases at the beginning and end of the line, since there is a
greater chance of interference). The cost of inserting a character is small if there
is a gap in the LP image at the place of insertion that is not covered by
recognized characters. This symbol cannot be taken from the templates of the
first two types — when using them, the missing symbol can be determined only
by additional recognition of the license plate in defined part of the input image,
and the correction of the results should be performed not outside the LPR, but in
the process of recognition.

LP RECOGNITION LEARNING

LP learning can be performed in offline, online or online-offline modes. In the
first case, the learning process is close to [1-3, 5, 6] — the operator generates a
training set of images, and also defines LP templates. Therewith, due to the use
of informative features and essential part of noise removing at the processing
stage, smaller training set can be used in comparison with most other works.
In subsequent learning weights of character feature weights are adjusted to
minimize image recognition errors from the training set.

In the online mode, the formation of symbols references and LP templates is
performed during the system operation. In this case, the weights of the symbols
features depend on the conditions used of their detection in the image and are
not formed on the base of learning. Before learning it is assumed that there is a
rectangular frame on the LP image and no data on the characters and type format
of recognized license plates. LP search, segmentation and recognition of
characters is performed uniformly for all LP types, the structure of which is
taken into account only at the stage of MGED calculation between the
recognized string and LP templates. If the program cannot recognize the symbol,
the image of this symbol is presented to the user for identification and creation
of an additional reference in taking an appropriate decision. Each group of
recognized characters is checked by the program for matching with previously
added LP templates and, in the absence of close matching, is presented to the
operator for taking a decision on adding a new LP template. The input LP image
and its recognition result can also be presented to the user for verification and
correction of these results. The indicated actions can be considered as the
process of the so-called “active learning” of the program for recognizing new
characters and license plate patterns in images. In the online-offline mode,
automatic adjustment of the features weights of the references is performed after
learning recognition in online mode. After completing the learning process, the
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program switches to a mode in which insufficiently reliable results are stored in
memory and can be viewed by the user at a convenient time for him.

EXPERIMENTAL TEST RESULTS

During the testing, LP were searched and recognized on the following two sets of
images. The first set (B1) consists of 175 images in which cars are photographed
at various distances and angles with respect to the camera. This set contains
19 types of license plates, including three types of Ukrainian numbers, seven —
Polish, three — Belarusian, in two — Russian, Moldavian and Lithuanian. The
second set contains 85 images of two types of Greek numbers from a database [2].
Of these 85 images, 65 are simpler to recognize (sample “day color” — B2) and
20 are most complex of this database (sample “difficult color more than one” —
several cars, different shooting angles, lighting conditions, small size LP — B3).
During the testing, the LP image was considered correctly recognized if all
characters of the text line on this LP image were correctly recognized. Examples
of images from samples B1, B2, B3 (by two images in the upper, middle and
lower parts) and the results of their recognition are presented in Fig. 8.

Images from sample B2 in Fig. 8 (middle part) have interference in the form
of touching the characters to the frame (left image) and varying lighting. Images
from sample B3 in Fig. 8 (lower part) have a horizontal size of less than 65 cells.
At the same time, five out of six LPs are recognized correctly, one of the LPs
(left image) is detected, but not recognized. Main recognition results:

1. Recognition accuracy on sets B1-B2 is 97 % and on set B3 is 72 %,
provided that the horizontal size of the LP in the image is not less than 65 pixels.
Character references and descriptions of the LP templates were obtained during
online learning.

2. For learning in online mode, it is enough to have a relatively small
number of examples of LP types and the characters used. The number of
character references after learning is from one to four for different characters.

3. The average processing time for an input image of 800x600 and
1600x1200 is respectively 0.14 sec. and 0.52 sec.

The database [2] was created in 2008 to provide the possibility of
comparing different LPRs on the same data, since usually the developer provides
recognition results on his data that are not available for testing other LPRs.
However, we are not aware of publications containing comparative test results
for recognizing systems on this database.
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Fig. 8. Examples of localization and recognition of license plates in images from test samples B1, B2
and B3 (by two images in the upper, middle and lower parts).

The introduced restriction of 65 pixels on the minimal horizontal size of the LP
in images is relatively weak. So, for example, the “Nomerok-4" system [18] provides
95 % of the correct recognition of state Ukrainian and Russian LP when the following
conditions are met: 1) the speed of the car is not more than 120 km / h; 2) the horizontal
size of LP in the frame is at least 130 cells; and 3) LP in frame can be recognized by the
operator. The developers of the SecurOS Auto intelligent video analysis system [19]
claim to recognize with reliability up to 96 % of state license plates of vehicles moving
at speeds up to 180 km / h, without providing data on the fulfillment of conditions for
recognition and used restrictions on the size of the number in the frame. With a
decrease in the size of the license plate, the task of its localization and recognition in the
image becomes more complicated. On the other hand, recognition of LP with small
sizes provides the possibility of further video surveillance and control.
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CONCLUSION

Algorithms for localizing, processing and recognizing LP in images are
considered. Algorithms and software for online learning to recognition new
characters and LP templates are developed. Recognition of each character is
performed based on the detection of key points on the skeletonized
representation of the character image and matching them with the key points on
each of the compared reference images. The minimum allowable size of LP in
the image is 65 pixels, which provides the possibility of more distant video
surveillance compared to other systems.

The recognition results are controlled and corrected based on the calculation
of the modified Levenshtein distance between the description of the input LP
and the reference descriptions of LP templates. These descriptions are more
general than usually used text strings on these LP, which are available only for
some applications. In subsequent studies, it is planned recognition also of two-
line types of LP and increasing reliability by additionally adjusting the weights
of symbol reference features during learning. It is also necessary to implement
LP recognition in the video stream and test the developed tools on more
representative data samples.
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texnoorii ta cucteM HAH Vkpainu i MOH Vkpainu,
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POSIIIBHABAHHA HOMEPHUX 3HAKIB HA 30BPAKEHHAX
3 KOPEKLIEIO PE3VYJIbTATIB

Bcmyn. Po3risHyTO cydacHWil cTaH posmi3HaBaHHA HoMepHuX 3HakiB (H3) aBromoOiniB Ha
300pakeHHsX. Bigomi cuctemu posmizHaBaHHs HoMmepHux 3HakiB (CPH3) 3a3Buuaii
3a0e3MeuyloTh  MOPIBHSAHO BUCOKY  HANIMHICTh Yy  COPUATIMBHX  YMOBax  TiUJIBKA
HalnomupeHimux (HarioHaabHUX) THNIB H3 y koXkHIM kpaini. MOXIMBOCTI LIMX CUCTEM JUIs
ONEPATHBHOTO HANAIITYBaHHS Ha pO3Mi3HaBaHHS HOBUX THmMiB H3 Ta CHMMBOJIB € J0BOII
OOMEXCHUMH, IO YCKIAIHIOE iXHE 3aCTOCYBaHHsA. bepydn 10 yBark IIBHIKE 30UTHIICHHS
MOOUTBHOCTI TEpecyBaHHsS TPaHCIOPTHHX 3ac00iB, y 0araTthboxX po0OOTax 3a3HAYAETHCS, IO
HalaKTyaJIbHIIIMMH 3aBAAHHAMU JUI po3poOnenHs cydacHux CPH3 e posmisHaBaHHS pi3HHX
tumiB H3, 0co0nmBO B CKIAmHUX Ta HEKOHTPOJILOBAHMX YMOBaX 3MIHEHHS 30BHIIIHBOTO
OCBITJICHHS Ta HAsIBHOCTI Pi3HUX 3aBajl K Ha camMux H3, Tak i y HABKOJHMITHBOMY CEpPEIOBHILL.

Memoio poOOTH € po3po0IICHHS AITOPUTMIB IOLIYKY 1 pO3Ii3HABAaHHS PI3HOTO BUIIIALY
onHopsinkoBux H3 aBToMOoOLNIB HAa 300pakeHHSX B yMOBaX HasBHOCTI 3aBaJ| Ta MOPIBHSHO
Manux po3mipiB H3 Ha 300pakeHHSX.

Memoou. PanmomizoBane TpaHchopMmyBaHHs Xada BHKOPHCTOBYIOTH Ui TOUIYKY
TOPU30HTANBHUX KOHTYpHUX JTiHill pamku H3 Ta HacTynHoi stokanizanii H3 Ha 300paxeHHsX.
PosmizHaBaHHS CErMEHTOBAaHMX CHMBOJIIB Ha 300pakeHHI H3 BUKOHYETBCS MUITXOM MOIIYKY
Ta PO3MITKH TaK 3BaHHX «OCOOJIMBUX TOYOK» Ha CKEJIETH30BAaHMX IMOJAHHAX IIUX CUMBOJIIB.
Kopexuis pesynpraTiB po3mi3HaBaHHS peajli3yloTh LUIAXOM OOYMCIIEHHS MOAH(]iKOBaHOI
Biacrani Jleenmretina (MBJI) mixk BXigHuM omnrcoMm Ta mabdiaonamu H3.

Pezynomamu. Po3risHYTO HOBI QJITOPUTMH TONIYKY 1 PO3II3HABAHHSA PI3HOTO BHIVIATY
OJTHOPSTKOBUX HOMEPHHX 3HAKIB aBTOMOOLUTIB Ha 300pakeHHsx. Jlokarizamis H3 BUKOHY€eThCS 3a
JIOTIOMOTH TIOUIYKYy TOPH3OHTAIBHUX KOHTYPHHX JIHIH paMKM HOMepa 3a MerogoM Xada.
Po3mizHaBaHHS CErMEHTOBAHHMX 300paXeHb CMMBOJNIB Ha H3 peami3oBaHO ILIAXOM BHIUICHHS
«OCOOJIMBUX TOYOK» Ha CKEJIETM30BAHMX IMOJAHHSIX CUMBOJIB 1 MOMIYKY BiJTOBITHOCTI IUX TOYOK
eTaJIoHHUM orcaM. KOHTponb 1 KopekIisi pe3ysbrariB posnizHaBaHHSA H3 BUKOHYIOTH Ha OCHOBI
obuncnennss MBJI mik BxignuMm omricom H3 1 mabmonamu tumie H3. 3amporionoBaHo Ta
peai3oBaHo 3aco0M aKTUBHOTO HABYAHHS ITiJI KOHTPOJIEM OIlepaTopa po3Mi3HABaHHIO HOBUX THIIIB
H3 Ta cumBoiiB y mporeci podoti cucreMu. HaBeneHO pe3ysibTaTh TECTYBaHHSI PO3POOJICHHX
AITOPUTMIB Y pasi posnizHaBaHHs H3 pizHuX kpaiH.

Bucrnoeku. 3anporioHOBaHO HOBI aJrOPUTMH JIOKAJT3allii Ta pO3IMi3HABAHHS PI3HUX THIIIB
H3. KoHTpoib Ta KOpEKIliss OTpUMaHHUX Pe3yJbTaTiB 0a3yeTbcs Ha OOYMCIIeHHI MOAU]IKOBaHOL
BijcTani JleBeHmTeiina BxinHoro onucy H3 o MHouHM 1m1abioniB TuniB H3, ski MaroTh OLibII
3araJbHUI BUITIAA TMOPIBHSHO 3 €TAIOHHMMH TEKCTOBUMH PSAKAMH. Y HONAIBIIOMY BHKOHAHHI
PpoOOTH 3aIlJIaHOBAHO PO3IVIS AITOPUTMIB po3mi3HaBaHHA H3, sIKi MICTATH EKiJIbKa TEKCTOBHX
PSIKIB, @ TAKOXK TiJBUIICHHS HANIMHOCTI PO3Mi3HABAHHS IIUIIXOM ONTHMAIIBHOTO HAJIAINTYBAHHS
3a JJOIIOMOTOF0 HaBYaHHsI BariB 0COOIMBUX TOYOK CUMBOJIIB.

Kntouosi cnoea: nowyk ma po3nizHasanHs HOMEPHUX 3HAKIE HA 300PAdNCEHHAX, BI0NOGIOHICY
0cobIUBUX MOYOK, giocmany Jlegenwmerina.
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PACIIO3HABAHUE HOMEPHbIX 3HAKOB HA U30BPAXKEHMAX
C KOPPEKIIMEUN PE3VYJIbTATOB

PaccMoTpeHbl aNrOpUTMBI IOWCKAa W PAaCIO3HABAHUS PA3IUYHOIO BHIA OJHOCTPOYHBIX
HOMepHBIX 3HakoB (H3) aBTOMOOMINEH Ha n300paxkeHusx. Jlokanuzauus H3 BeimonHseTCs ¢
MIOMOIIBIO TIOMCKA TOPH30HTANBHBIX KOHTYPHBIX JIMHHHA paMKH HOMepa MeroqoM Xada.
PacrniozHaBaHuMe CErMEHTHPOBaHHBIX H300pakeHWi cUMBOJIOB Ha H3 peanuzoBaHo myTtem
BBIJICJIEHHSI OCOOBIX TOYEK Ha CKEJIETU3MPOBAHHBIX MPEICTaBICHUSIX CHMBOJIOB U IOHCKA
COOTBETCTBHS 3THX TOYEK C 3TAJIOHHBIMHU ONUCAHUAMH. KOHTPOJIb U KOppeKIus pe3yabTaToB
pacrio3HaBaHusi H3 BBINIONHSACTCS HA OCHOBE BBIYMCICHUS MOIU(PHUIMPOBAHHOTO PACCTOSHHS
JleBeHmTeiiHa Mexay BXOAHBIM onmcanueM H3 wu mmabmonamu TumoB H3. IlpuBenens
pe3yJbTaThl TECTUPOBAHUS pa3pa0OTaHHBIX alrOPUTMOB IIpH pacro3HaBaHun H3 u3
Pa3INYHBIX CTPaH.

Knrouesvie cnoea: nouck u pacnosHaeanue HOMEPHbLX 3HAKO8 HdA u306pa9fceHu}1.x,
coomeemcmeue 0coobix mouek, paccmosnue Jlesenwumerina.
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