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PO JESAKI ITIPOBJEMU HEMPOMEPEJKEBUX TEXHOJIOI'TH B
JIAT'HOCTHUII EJIEKTPUYHUX KOMIIOHEHTIB

The paper describes an idea of getting electric components diagnostic information and its transformation
using the discrete Karhunen-Loeve expansion. Presorting of elements by their physical and technical states is
proposed to operate with the MLP, self-organized and RBF- neural networks in the MATLAB
environment. The paper investigates the possibility of using neural network technologies for improving electric
components diagnosing by integral effects for increasing reliability of complex technological systems.
The statistical and individual classification and presorting of elements according to their physical and
technical states for work with the use of neural network technologies is proposed.
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VY cTarTi OMUCYETHCS i€ OTPUMaHHS JIarHOCTUYHOI 1H(OpMaLii PO eJIEKTPUYHI KOMIIOHEHTH Ta 1i
MEPETBOPEHHS 3a JIOMOMOTOI0 AMCKPETHOro poskiananHs Kapynena-JloeBa. 3ampornoHOBaHO BH3Ha4YEHHS
(i3MUHUX Ta TEXHIYHHX CTaHIB eJeMeHTIB 3a jonomororo MLP, camoopranizoBanux ta RBF-HeiipoHHnX
Mepex B cepenoBuili MATLAB. VYV po0oTi AOCHiIKyeThCS MOMKJIHMBICTE BHUKOPHUCTAHHS HEHPOHHHUX
MEpEXKEBUX TEXHOJOTIH Uil TONINIICHHS MIarHOCTHKH CJIEKTPHYHUX KOMIIOHCHT 32 iHTErpajJbHHMH
edexTaMu I MiABULICHHS HAMIIHOCTI CKIaIHUX TEXHOJOTIYHHX CHCTEM. 3alpONOHOBAHO CTATUCTHYHY Ta
IHANBITya bHY KIacH(IKaIlil0 Ta COPTYBaHHS €IIEMEHTIB BiIIOBIIHO 10 iX (I3MYHUX I TEXHIYHUX CTaHIB IS
POOOTH 3 BUKOPHCTAHHSAM HEHPOHHHUX MEPEXKEBHX TEXHOJIOTIH.

KaouoBi cioBa: HelfpoceTeBi TEXHOJOTI(; JiarHOCTHKA;, iHTErpanbHi e(eKTH; eIeKTPUUHi
KOMITOHEHTH.

I. Introduction

Recently more definition is need in diagnosing physical condition of technical
products by which it is possible to determine some data about properties of physical
environment of the object being investigated. It depends on the type of hidden or overt
defects and performance degradation or various destructive processes (fatigue, wear,
corrosion, erosion, destruction, etc.) in electric components (EC). All these processes lead
to the possibility of changing technical condition that explains rapid development of
appropriate diagnosing methods of technologic forecasting by identifying relevant
characteristics of changes in their physical environment.

Thus, using the methods and means of technical diagnostics the relevant problems
may be solved:

1. To determine the type of technical state in which the object of diagnostics is located
that can be characterized as an appropriate check of its status relative to perform
working functions.

2. To trace or get the place of fault localization or determine the cause of transition into
the inactive status.
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3. To forecast changes in the technical state of the object to determine the causes of the
probability of such changes or to determine the length of time after which it may begin the
processes that lead to the unwanted changes of the product for its technical condition.

These problems are associated with using diagnostics during technical products
operation. But using diagnostics for various problems to improve technical level of modern
technology would also be appropriate to the stage of products development and their
replication. Especially, it is important for diagnosis and analysis of the changes causes in
the technical state with fixing the place and time of the unit malfunction and the type of
failure that caused appearance of the faults.

In modern production and operation of the most critical technologies there is a special
system failure analysis (SFA) which constantly helps monitoring failures and faults and
establishing their causes. Such an analysis is carried out to develop more sophisticated designs
of technical products and further improve processes with ability to avoid overt and hidden
defects. Thus, it appears improving quality and reliability of products during their operation.

Weighty importance in analysis of failures, malfunctions, defects, and breakages has
products operating conditions that lead to faults appearance. Thus, it takes place increasing
functional efficiency of product and its technical reliability and eliminating the possibility
of emergent or catastrophic situation. In the SFA systems failure analysis of technical
products in conjunction with other methods plays an effective feedback between various
stages of the product’s life cycle in order to improve quality and reliability of industrial
production at these stages.

The objective of the paper is to investigate the possibility of using the neural network
technologies for improving electric radio components diagnosing by the integral effects for
increasing reliability of complex computerized systems (CCS).

Comprehensive computerization of production processes, increasing requirements
for reliability and diagnosis of CCS need to transform their diagnostic software with
experiment informational technology to the neural network predictive analysis.

The direction of the problem solution is to test the possibility of using the neural
network technology to improve electro-physical methods of diagnosing EC by integral
effects to increase reliability of CCS.

Il. Problems

The problems to be solved:

- usage of the electro-physical methods based on the integral physical effects of inertia
and non-linearity of electric components for getting primary diagnostic information;

- compression and intellectual analysis of a posteriori information using neural networks
for electric components being studied by their physical condition in the software
package MATLAB and its library Neural Network Toolbox. Informational
opportunity of electro-physical diagnosis methods for integral physical effects may be
explained by the Black Box method as a closed system. The Black Box term is
commonly defined as environment knowledge which can be obtained using only input
and output signals/information.

I11. Methoodlogy for getting apriori diagnostic information about electric
components status

When utilizing the integrated methods for physical diagnosing and getting diagnostic
information some integrated physical effects are used that are observed at physical
environments of different nature [1-4]. These generally recognized effects include the
integral non-linearity effects, the effects of inertia, and the effects of fluctuations.
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Emergence of these effects is associated with workflows in the Object to be Diagnosed
(OD) and it has the same excitement origin. This means that for observability of the
integrated effects it is required the same energy activation sources that provide OD
working operation during its operation. If units are of electrical nature, it needs for
integrated methods of diagnosing to use electricity energy of the same level as for the
workflows. If there are mechanical products, they require mechanical energy, etc. In all
these cases there is no need to apply any additional conditions for operating personnel
protection in addition to implementation of safety rules during operation [5]. The main
advantage of the integrated diagnostic methods is their high efficiency due to the low
operational diagnosis lifetime with the reduced operational complexity and the operational
costs for the diagnosis process. Signals of diagnostic information more often have a kind of
the analogue signatures. Therefore, these methods are well suited for rapid diagnosis in
unfavourable conditions to identify not only the obvious defects that cause appearance of
the faults in OD but also to detect the hidden defects that trigger the sudden and gradual
failures with loss of the OD working condition state.

Non-linearity is the phenomenological property of the object physical environment
that appears in disproportionate and ambiguous nature of its response to activating the
physical quantity action depending on its changes meaning and direction. This property is
fundamental as in nature and in man-made products. It is caused by action of a large
number of direct and back-end connections between the dynamic and dissipative
subsystems of physical environments which may have very different thresholds of the
energy activation in solids.

Manifestation of non-linearity for intrinsic properties of OD physical environment is
nonlinear change of the favourable function at the physical layer or of the transfer function
at the analytical descriptive level. In this regard, all kinds of OD functional characteristics
have signs of nonlinearity (as significant and insignificant) relatively the object operating
functions and can be used to determine the OD technical condition.

But observation of non-linearity in the form of physical effects have two features.
First, there is no particular dimension (or metric scale) of nonlinearity as a physical quantity
that conveys a quantitative idea of the properties in this object. Secondly, in a quantitative
sense nonlinearity is quite multivalued because this property can’t be sufficiently identified
by one feature of functional characteristics. We have to use several features of nonlinearity
which will already make a range of the determining variables (degree polynomials,
derivatives of different orders, curvature of the first and highest orders, etc.).

With respect to the inertia property, relevant manifestation of inertia effects is
associated with the OD transition and impulse response characteristics. Their registration is
made by action of activating physical quantities at the OD entrance in the form of a pulse
jump or duble jump. In this case, mechanisms of energy conversion start acting in the
dissipative subsystems of the physical environment and mechanisms of energy dissipation
into the environment. In the language of physics, in the physical environment it takes place
transition from the adiabatic state to the isothermal state that affects the transient
characteristics of the active medium physical system. The transient integral characteristics
reflect local physical environment macrocharacteristics at time intervals. Thus, obvious
and hidden defects cause some transient or pulse characteristics changes. Measurement of
these characteristics is realised as the analogue signatures that reflect diagnostic
information about physical condition of the unit.
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Observability of the corresponding OD state at the transition process in action after
the energy jump when applying the test excitation is caused by the difference of the
character time scale change or the relaxation time in the dissipative excitation subsystems.
Therefore, it is possible to display and lead out certain dissipative processes at their
character time scales in the form of the constant time or relaxation time. In this case, the
individual parameters of the transition process are used that is fixed by the time you
change the membership function or the transfer function.

To determine the OD physical condition at its transient or pulse characteristics it is
also possible to compare these characteristics as the size continuum of physical quantity,
that varies over time, with the standard characteristics or the analogue signatures of the
same type. The fluctuation-dissipative processes occur in the thermodynamic systems of
any type. This gives rise to the stochastic temporal changes of physical quantities in the
form of fluctuations around the equilibrium state. These fluctuations generate the
stochastic signals-noises reflecting the random functions of the spontaneous oscillatory
processes in the OD physical environment.

IV. Getting primary diagnostic information

Consider a model in a black box which is defined as

Y(t)=g(U ), (4.1)
where U (t) - input function; Y (t) - output function; t - time.

For physical dynamic objects g(-J is the susceptibility function — the complex
environment function.The susceptibility function manifests integrated physical effects:
non-linearity, inertia (describes dynamics), fluctuations (own noise) [6]. Let us consider
the susceptibility function components:

g() =const(g (")) + var(g()). (4.2)
For physical objects the function g() is a complex function of environment

g(*) = const Ry[g(-)] + var Re[g(-)] + J{const Im[g(-)] +

+var Im[g(-)], (4.3)
where Re - the real part of the function; Im - the imaginary part; const- the fixed part;
var -the variable part.

Integral physical effects of nonlinearity, inertia, and fluctuations are used for getting
diagnostic information in carrying out electro-physical diagnostics. According to (4.3) and
using the Taylor conversion [1] for obtained EC characteristics it’s possible to describe,
say, integrated circuit by its dynamic resistance as the 1-st derivative of the nonlinear
Ampere-Volt characteristic:

R, (D=R,+X7Z, bz, I',Ry = const Re[g(-)], var Re[g()] = X, by I (4.4)
The Volt — Farad characteristic (dynamic capacity):

Co(U) = Co+ B2y by, U, Co = const Im[g ()], var Im[g()] = B2, by, U*. (4.5)
The Ampere - Henry characteristic (dynamic inductance):
Lo(D) = Lo + B2, by, I' Ly = const Im[g ()], var Im[g()] = X%, by I (4.6)

The general approach to hardware support of technical diagnostic methods is
sufficiently described in [1-4]. Synchronous and parallel development of electro-physical
methods allow to accumulate knowledge that determines the methodology of intellectual
diagnostic devices and sensors which are intellectual aids for accumulation of new
diagnostic knowledge.

To diagnose resistive structures by the inertia effect some options and features of
TTC are used. That is a resistor reaction as a complex object under influence of the electric
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jump with maximally non-destructive value [3]. Informational opportunity of electro-
physical methods by the integral non-linearity effect and a common approach to hardware
of technical diagnostic methods is sufficiently provided in [4].

V. Processing and compression of diagnostic information

Compression of primary diagnostic information about the state of ERC can be
accomplished by using the discrete Karhunen-Loeve expansion (DKLE) which is
expansion of the initial vectors ensemble by own vectors of the covariance matrix [6,7].
Termal transient characteristics (TTC) of different types of resistors from 10 Om to IMOm
were examined and processed with using DKLE in number of 800 units.

Research of non-linearity was done for integrated microcircuit series K174XA11l
(analog TDAZ2593) in number of 160 units on representative samples. Complex
dependencies of quadratic non-linearity by absolute value and phase which were gained
with using method of difference frequency separately for fit and defect probes. These
dependencies were transformed on cosine F[a;(Us)] and sinus F[a,(Ue)] components and
calculated by DKLE.

Depending on an error resistor orthonormal space consists of two basic coordinates.
That means it is a plane. For circuits which space has three coordinates the number of
matrixes will increase to 5. The total number of vectors is 160 (32 samples for each
matrix). Items of the received orthonormal matrixes depicted in space are shown in Fig.1.

Hits

Fig.1. The canonical decomposition forms Fig. 2. Results of classification on the self-

of the orthonormal Euclidean space (three organized map: recognition accuracy for

dimensional X, Y, Z space) the “gridtop” topology with the“mandist”
distance

Research of the multidimensional information processing principles has allowed
selecting and justifying validity of the Karhunen-Loeve expantion as a mathematical tool for
processing diagnostic information of EC. It is proposed for practical realization to process
diagnostic information with integral physical effects at using modern neural network
technology (multilayer perceptron, Kohonen maps, radial-basis networks).

V1. Experimental results

For practical implementation of processing diagnostic information with integrated
physical effects it was proposed to use modern neural network technologies (multilayer
perceptron, Kohonen maps, radial-basis networks) [8]. For training MLP the following
algorithms in the MATLAB environment were selected: Bayesian regularization or
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function training based on the inverse error propagation using the Bayesian regularization;
the gradient descent back propagation method or the method of gradient descent; the
gradient descent method with adaptive back propagation; the Powell-Beale back
propagation or gradient method coupled with the Powell-Beale repetitions; the resilient
back propagation method or the method of inverse elastic distribution.

As the criterion for assessing the training accuracy it was used the international types
of error - MSE, MAE and others. For multilayer perceptron procedure training it was
obtained the best accuracy result for resistors (Table 1).

Table 1. Comparative results for resistors classification

Neural network type Obtained Training time, s
classification accuracy, %
RBF-network 99.96 2
Kohonen map 84 2
MLP 98.75 39
Table 2. Results for classification resistors precision for multilayer perceptron
) Activation functions of hidden layers
Educgtlonal logsig- logsig- logsig
function
Error type Kep, _
MSE SSE MSEREG MAE | unit | ™
MLP 0.0000004 0.00092 0.00000034 0.00025 83 | 39

As clear from tables 1 and 4 the probabilistic radial basis neural networks have
higher classification accuracy than the neural network with radial basic elements and given
zero error. For classification of microcircuits using orthonormal space decomposition it is
enough to perform classification into two or three classes (Table 3).

Table 3. The best results for accuracy of the classification using multilayer perceptron

Activation functions of the hidden layer
Ne of e
classes Error type, 10 Kep, trr,
MSE SSE MSEREG | MAE | unit S
2 1.4 4200 1.8 1100 | 52 24
MLP
3 3 8000 3 2100 | 62 33

Table 4. Comparing the best results for all training types of neural network for microcircuits

Classification | Training | Classification | Training time, s
accuracy, % | time,s accuracy , %
Neural network type Two classes Three classes
RBF-network (pnn) 99.96 2 99,96 2
RBF-network 82.81 2 70,83 2
(newrbe)
MLP 99.23 24 99.05 33
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Thus the best results again were shown by neural network with activation function of
each hidden layer. The data sample size is 64 samples. Further study was carried out on the

self-organized maps (Table 5).

Table 5. Dependence of the accuracy classification on the self-organized map setting parameters

Topology

Hextop

Distance type between
adjacent clasters

Linkdist

Dist

Mandist

Boxdist

Correctly classified
samples, %

83.33

83.5

61

70.67

Topology

Gridtop

Distance type between

Linkdist

Dist

Mandist

Boxdist

adjacent clasters

Correctly classified 61 61
samples, %

83.67 83.33

Number of training 200
periods

Average training time, s 2

The results in the Table 5 topology have the best performance with the “gridtop”
topology at using the distance between the “mandist” clusters. And moreover impact on the
classification accuracy of the step parameter used to estimate distance between the
neighboring clusters is not significant (Table 6).

Table 6. Influence of the step parameter on the classification accuracy

“Gridtop” topology, distance between adjacent “mandist”clusters

Step size 10 30 50 70 80 90 100
Probability of

correct 061 | 084 | 0837 | 0597 | 0603 61 0.837
classification

Self-organized (Kohonen) network (excluding teachers) do not require submission
outputs on neural network training set. This algorithm is a neural network algorithm known
analogue K medium. At each step of the training input vector network served and sought
another neuron whose weight differs least from this vector. Found declared the winner
neuron and its weights vector W is updated as follows:

wi(k+1)= wi(K)+ 17 (xn-wi(K))+awi(k)(1-| |wi]|?), (6.1)
which parameter 7] is responsible for setting the rate of learning and change its value in the
interval (0,1). All training vectors are processed one by one until they will fail to stabilize
or other condition stops. The applied technique traingd (gradient descent backpropagation)
and / or penalty functions. Recognition results on the Kohonen map are shown in Fig. 2.

For solving probability problems a special type of neural network PNN (Probabilistic
Neural Networks) is using. PNN network architecture is based on the architecture of radial
basis function network, but as a second layer uses so-called rival layer which calculates the
probability input vector belonging to a particular class and compares the vector of the class
whose probability of belonging to above.
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The main difference between RBF networks and conventional multilayer networks of
direct distribution is a function of the hidden layer neurons. In a conventional multi-layer
network, each neuron of the working layer implements a hyperplane in multidimensional
space and RBF-neuron implements a hypersphere. In problems where the formation of data
are close to the circular symmetry, it can reduce the number of neurons.

When MATLAB modeling the weight matrix of the first layer IW11 (net.IW) formed

using vectors from the training set input in the form of a matrix P’ When a new entry is
submitted, the unit |[|dist|| calculates the proximity to the new vector of vectors of the
training set, then the calculated distance multiplied by bias and fed to the input function
activation radbas. The vector of the training set, which is closest to the entrance, to be
submitted in output vector a,. Number of @, close to 1.

Weight matrix of the second layer LW21 (net.LW) meets the connectivity matrix T
built for this training sequence. This operation can be performed using M-function ind2vec,
which converts vector of targets in a matrix of connectivity T. The product T * a, defines
the elements of a vector a; corresponding to each of the K classes. As a result the
competing activation function of second layer compet forms the output value equal to 1 for
most largest element of the vector n, and O otherwise. Thus, the network PNN performs
the input vector classification by K classes.

Classification and presorting of elements according to their physical and technical
states were performed on neural networks in the MATLAB environment [9,10]. For EC
presorting the probabilistic neural networks were used. In fact, the network is trained to
assess the probability density function. According to the Bayesian statistics to minimize
error the model with the greatest probability density is being chosen. The resulting data for
chips and resistors confirm the highest accuracy 99.96% and speed training time 2 hours at
using the probabilistic (pnn) RBF networks compared with the neural networks with the
radial- basis elements and given zero error (newrbe).

Conclusion

The observed identification features increase diagnostic possibilities of technical
methods for diagnostics electric components in exposing hidden defects, potential
instability and unplanned degradation processes. The discrete Karhunen-Loeve expansion
for information compression provides easy algorithm for neural network training and
classifying with usage neural networks in MATLAB environment.

For the further development of this problem area the fuzzy logical deduction on real
data may be proposed. This approach will allow to perform synthesis of the new type neural
network that will help to explore larger data samples with less time and more accuracy in the
overall problem of increasing reliability and diagnosis of complex infrastructures.
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PE3IOME

C.®. Tenenuk, O.B. CaBuyk, €.0. IlokpoBcbkuii, O.M. MopraJb,
K.C. Kpusenko, 1.0. JlaTam

IIpo jesaxi mnpodjieMu HelipoMepe:xkeBUX TeXHOJOriH y giarHocTuui
CJICKTPHYHUX KOMIIOHEHTIB

V crarti posrisiiaeThes iHGopMaLiiiHa MOAIUBICTD €1EKTOPI3MYHUX METO/IIB JIIarHOCTYBAaHHS
€JIeKTPUYHUX KOMITOHEHTIB 3a IHTErpaIbHUMH epeKTaMH 1HEepLIHOCTI Ta HEMHIHHOCTI, OMUCYETHCS
171es1 OTPUMAHHSI JTIarHOCTUYHOT 1H(OpMAITIi TIPO eNIeKTPUYHI KOMITOHESHTH.

Hanaetbcst Monenb 4YOpPHOI CKPUHBKHM, BHYTPIIIHINA 3MICT $KOi ONHMCYETHCS
KOMILUTEKCHOIO (DYHKITIEIO CHpUHHATIMBOCTI. Bukopucrano meperBopeHHs Teiopa st
OTPUMAaHHS MOJENI 3a IHTerpajJbHUM €(PEKTOM HETIHIMHOCTI Ui PI3HUX EIEeKTPUYHUX
KOMIIOHEHTIB, TaKHUX SK pPE3UCTOPH, IHIYKTHMBHOCTI, KOHAEHCATOpH, a TaKOX JUIs
MIKpPOCXEM y BUTJISAI JBOXIIOIIOCHUKA, 10 IMiJIKJIFOUYEHUH 10 IIMHU )KUBJICHHS.
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[HTenekTyanpHU aHaNi3 Ta TEPEeTBOPEHHsS AiarHOCTHMYHOI iH(opMmamii mpo
€JIEKTPUYHI KOMIIOHEHTH BUKOHAHO 3a JOIIOMOT'OI0 JUCKPETHOro po3kiananHa KapyHeHa-
JloeBa, mo € PO3KIAJaHHSAM aHCAaMOJISI TTOYATKOBUX BEKTOPIB 32 BIACHHUMH BEKTOPaMU
KoBapialiiiHoi Matpuii. EKcnepuMeHTanbHO JOBENEHO, IO IS EJNEeKTPUYHUX
KOMIIOHEHTIB 1€l TPOCTIp CKJIANA€ThCS 3 JBOX, TPhOX ab0 MIECTH KOMIIOHEHTIB B
3aJIEKHOCTI BiJ IIOXHUOKHU OOYHCIIEHD.

Y poboTi JOCHIIKYETHCA MOXKIUBICTH BUKOPUCTAHHS HEHPOHHHUX MEPEKEBUX
TEXHOJIOTIN AJI TMOJIMIIEHHS A1arHOCTUKH EJIEKTPUYHHMX KOMIIOHEHT 3a 1HTeTrpallbHUMU
eekTaMy 1HEPHIMHOCTI Ta HENIHIMHOCTI IS MiJBUINEHHS HATIAHOCTI CKJIQJIHUX
TEXHOJIOTIYHUX CHCTEM. 3alpolOHOBAaHO BHU3HAUEHHS (I3UYHUX Ta TEXHIYHUX CTaHIB
esieMeHTiB 3a Jornomoroio MLP, camoopranizoBanux ta RBF-HelipoHHHX Mepex, a Takox
HaBEJICHUM aJITOPUTM MOJICTIOBaHHS BaroBux Matpuilb B cepexoBuini MATLAB.
Haiikpammii pe3ynaprar 3a TouHIicTIO Kiacudikamii 99.96 % orpumanuii nns RBF-
HEHPOHHUX MEPEK.

3amponoHOBaHi CTAaTUCTHYHA Ta IHAMBiAYyaldbHAa Kiacu(ikamiss Ta COPTYBaHHS
€JICKTPUYHUX KOMIIOHCHTIB BIAMOBIMHO 10 iX (I3MYHUX 1 TEXHIYHMX CTaHIB 3
BUKOPHCTAHHSAM HEMPOHHUX MEPEKEBUX TEXHOJIOTIH.

Haoitiwna 0o peoaxyii 04.10.2017
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