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Anomauia. Cb0200Hi 00HIEI0 3 OCHOGHUX MeHOeHYill po3eumKy [umepHemy € 3pocmaioua NOnyaapHicmy
coyianvHux mepedc. Bee binvuie n0oeii «cmeopiooms 36 'a3Ku» 00UH 3 OOHUM, i 6 pe3yibmami KilbKiCmb
KOpUCIY8a4i6 COYIANbHUX Mepedtc 3POCMAE 8 2eomempuyril npozpecii. Tenep 8axcko 3Haumu aAr0OUHY,
ska He mae eracuux Facebook, Twitter yu Instagram cmopinox. Jlroou eéce wacmiute 3aemo0iroms y 6ip-
MYanbHOMY NPOCMOPI Yepe3 PI3HI KaHAIU KOMYHIKayii i coyianvHi mepexci — 0OUuH 3 HAUNORYAAPHIUWUX
8U0i6. ¥V yux ymMo8ax UKOPUCMAHHA COYIANbHUX Mepedc AK dxcepend iHgopmayii 0 3anobicanus Kibep-
amaxkam 4y GU3HAYEHHs CIYHEHs 3a2po3u (HACMpPois, GIOHOWEHHS) W000 00CIIONCYBAHO20 0O €Kma cmae
Oyaice akmyanvium. Binvwicms modeil He YA6IAI0Mb 8020 Hcummsl 6e3 COYiaNbHUX Mepedic: Mu nepensi-
0AEMO OCMAHHI HOBUHU, OI3HAEMOCS NPO OCMAHHI THHOBAYII HA PUHKY, YUMAEMO HABYALbHI cmammi, Oi-
JUMOCS IHOPpMAYIED 3 HAWUMU OPY3AMU, CIENCUMO 34 OCIAHHIMU NOOIAMU, WO Bi0OVIUCA 8 IXHbOMY
arcummi, i m.o. Oopobra npupoonux mog (OIIM) € ooduicio 3 naiisaxciusiwux mexronoeiu XXI cmonimmsi.
Mawunne po3yminna € Oyxce yikasum, aie CKIAOHUM 3A80AHHAM AK & 00pobyi npupoonux mos (OIIM),
maxk i 8 docnioxcenui wmyuroeo inmenexkmy (LLI). OIIM modxcua 3acmocogyeamu mam, 0e nompioHa 63a-
EMOOIS TIOOUHU 3 MAWUHOTO (THOOUHO-MAWUHHA 83AEMO00is). OCMAHHIM YacoM 2IUOOK] MemoOu HAGYAHHS.
NOKA3YI0Mb 8PAdCAIOY] pe3yibmamu 8 supiuenti 3a60anb, wo cmocyiomocss OIIM. Cmandapmui modeni
2IUOOK020 HABUAHHS YACMO MOJCYMb BUKOPUCTNOBYBAMUCS 011 SUPIUIEHHS Yin020 psady 3a80aHb Oe3 He-
00XIOHOCMI 3ACMOCYBAHH MPAOUYITHUX AHATIMUYHUX THOHCCHEPHUX Memoodis, o nompedyioms HA036U-
yqiino 6azamo pecypcie. Y yiti cmammi Mu po3eNsHeMO 3a80aHH s KAACUQDIKayii mekcmie no 6i0HOUEHHIO
00 docnidacysarozo 0b'ekma 3a donomozorw @petimsopka « TensorFlowy.

Knrouoei cnoea. mawunne HaguauHs, 2nuOOKe HABYAHHA, 0OPOOKA NPUPOOHUX MO8, [HMENIeKMYAalbHUl
ananiz mexcmy, TensorFlow.

Annomayusn. Ce200Hs1 00HOU U3 OCHOGHBIX MeHOeHyull pazeumusi Mnmepnuema aeisiemcs pacmywas no-
NYISAPHOCMb COYUAnbHbIX cemell. Bee b6onvbue moodell «coz0arom cesasuy opye ¢ Opy2oM, U 8 pe3yibmame
KOJIUYeCme0 noib3osamenell COYyUanbHblx cemell pacmem @ ceomempuyeckotl npoepeccuu. Cetivac mpyo-
HO Haumu yenoseKkda, KOmopbwiil e umeem coocmeenuvix Facebook, Twitter unu Instagram cmpanuy. Jlroou
6ce uauje 63auMO0etCmeyiom 6 UPMYaiIbHOM NPOCMPAHCIGE Yepe3 PA3IUiHble KAHAAbI KOMMYHUKAYUU U
coyuanvHvle cemu — OOUH U3 CaMblX NONYIAPHLIX 6UO08. B amux yciosuax ucnonvszosanue coyuaibHuix
cemeti KAk UCMOYHUKA UHGOpMayuu 015 Npedomspawjenus Kubepamakam uiu onpeoeieHus CmeneHu
Vepo3vl (HacmpoeHutl, OMHOWEHUTL) HO NOBOOY UCCTIEOYeMO20 00BEKMA CMAHOBUMCSL O4eHb AKMYATIbHBIM.
Bonvwuncmeo nodeii ne npedcmasnsaiom ceoeul Hcu3nu 6e3 COYyuanbHblx cemell. Mbl NPOCMAMpueaem no-
clledHue HOBOCMU, Y3HAEeM O NOCIEOHUX UHHOBAYUAX HA PbIHKe, Yumaem yyeOHvle crambl, 0enuMCcs uH-
dopmayueii ¢ nawumy Opy3vLAMU, CIEOUM 34 NOCTEOHUMU COOLIMUAMU, NPOUSOMUEOWUMY 8 UX HCUSHU, U
m.0. Obpabomxa ecmecmeaennwvx s3vik06 (OEA) siensemes o0nou uz saxcueiuux mexroaoeuti XXI eexa.
Mawunnoe nonumanue ovensb uHmMmepecHoe, HO CILOMHCHOEe 3a0anue Kak 8 00pabomke ecmecmeeHHbIX A3bl-
ko8 (OEA), mak u 6 uccredosanuu uckyccmeennozo unmeniexma (MH). OEA mooicno npumensims mam,
20e mpebyemcs 63aumMooelicmeue 4ei068eKa ¢ MauuHoll (4en06eKo-KoMnviomepHoe é3aumooeticmeue). B
nocneouee epems 2nyOoKue mMemoovl 00YyUeHUs NOKA3bI8AIOm Gnevamisiowjue pe3yiomamsl 6 peueHul
3a0au, kacarowuxca OFEA. Cmandapmuvie mooenu 2nyboko2o 00y4eHuUss Yacmo Mo2ym UCNOAb308ANbCS
0151 pewlerus yeno2o pada 3a0ad, 6e3 HeoOX00UMOCHU NPUMEHEHUS MPAOUYUOHHBIX AHATUMUYECKUX UH-
JHCEHEPHBIX MEMO0008, MPedyIowux O4eHb MHO20 pecypcos. B amoil cmamve Mbl paccmompum 3a0ayu
Kaaccuguxayuy mekcmog nO OMHOWEHUIO K UCCIe0YeMOMY 00beKmy ¢ NOMOWbIo QpelimMeopKa
«TensorFlowy.

Knioueswie cnosa: mawunnoe obyuenue, 2nybokoe obyuenue, 0opabomka ecmecmeeHnblx sA3bIK08, UHMel-
JleKkmyanvHulil ananuz mexcma, TensorFlow.

Abstract. Today, one of the main trends in the development of the Internet is the growing popularity of
social networks. More and more people «create ties» with each other, and as a result, the number of users
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of social networks grows in geometric progression. Now, it's hard to find a person who does not have his
own page on Facebook, Twitter or Instagram. Increasingly, people interact in virtual space due to differ-
ent circumstances. In these circumstances, the use of social networks as a source of information, in addi-
tion, to prevent cyber-attacks or to determine the degree of threat (sentiment, attitude) towards the object
under study is becoming very relevant. Many people do not imagine their lives without social networks:
there we review the latest news, learn about the latest innovations in the market, read educational articles,
share information with our friends, follow the latest events that have occurred in their lives, etc. Natural
language processing (NLP) is one of the most important technologies of the XXI century. Machine Com-
prehension is a very interesting but challenging task in both Natural Language Processing (NLP) and ar-
tificial intelligent (Al) research. NLP can be applied wherever human-machine interaction is needed. Re-
cently, deep learning methods show good results in tasks involving NLP. Standard models can often be
used to solve a range of tasks, without the need to apply traditional analytical engineering techniques. The
widespread distribution of social networks and the large number of users could give us impressive results,
which can further build system interests analysis with a large number of established trust relationships. In
this article, we will consider the task of classifying texts in relation to the object under study using the
TensorFlow framework.

Keywords: Machine Learning, Deep Learning, Natural Language Processing, Text Mining, TensorFlow.
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1. Introduction

We are at an interesting stage in the development of artificial intelligence. The years of research
in this area have yielded tangible results, in particular in the field of in-depth learning.

Today, the popularity of social networks (Facebook, Instagram, Twitter) and messengers
(What’s Up, Facebook messenger, Viber, Telegram) remains high and still shows a positive user
boost [1]. The popularity of such means of communication between people is growing at a rather
high pace, and this is not surprising, since people are able to negotiate more easily and quickly
with meetings, exchange news, discuss and solve problems, develop business, etc. Thus, the time
consuming time for communication in Internet increases [1].

Cybercriminals are also humans, therefore, they often use social networks to coordinate
their actions — because it is easier to find people who can support their ideas, and even take an
active part in it. Some even have official pages on social networks, where such groups share the
latest achievements and successes in cyberspace. From such correspondence (posts) it is easy for
a person to understand who sent a post and the relation of the contributor to the organization or
person. Researchers who try to track the mood of other people in social networks need a lot of
time to read such posts and arrive at a final conclusion. Moreover, many of them (posts) have
nothing to do with the topic of the researcher, and therefore he spends a lot of time on filtering
just the right ones. There is a problem finding relevant information that can be used to assess the
attitude of people to the organization or groups of other people. Coordination takes place in the
form of messages in social networks. Of course, many of these messages are available only to a
close circle of people, but it happens otherwise — the discussion is conducted in an open form in
order to attract as large an audience as possible.

There is a problem of automatic processing of such messages. This is precisely one of the
branches of artificial intelligence research — NLP (Natural Language Processing) — the general
direction of artificial intelligence and mathematical linguistics. This study focuses on the prob-
lems of natural languages computer analysis and synthesis. In the case of artificial intelligence,
analysis means understanding the language, and synthesis generates the correct text. Solving the-
se problems will mean creating a more convenient form of interaction between the computer and
the person.

2. Deep learning popularity

At the beginning, NLP problems were solved by systems that were built on the basis of rule sys-
tems [2]. For example, by writing grammar rules or developing heuristic rules to determine the
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root of a word, etc. However, such decisions were unsustainable and did not solve the problem as
it was required, and support for such systems is very complicated, since natural languages are not
fully described by the rules (needing a further component of awareness) and always have excep-
tions [3].

Recent research [4] which is published by O'Reilly Media shows that companies are al-
ready interested in solving a wide range of problems using Machine Learning and Deep Learning
approaches.

Figure 1 shows that Text mining

Computer vision [N 3% is second only to the applications in
which interested companies surveyed,

Text mining | 11 lagging behind only 2% of Computer

Enhance our existing ata oy o0¢ vision. This may perhaps be explained

analytics & ML systems .

by greater awareness of Computer vi-

Finance [N 3% sion solutions, unlike Text mining. Al-

Forecasting [N 3% ready there are cars with autopilot,

which are issued for the mass market,

Health & medicine Il 2% phones capable of recognizing their
owners, etc.

Speech technologies [l 2%

Figure 1 — What application of deep learning are you
interested in? [4]

In accordance with Figure 2 —
TensorFlow is the most popular among
open source frameworks with Keras in
second place. All the listed tools have appended not so long ago: Caffe in 2014, 2015 — Torch and
TensorFlow in 2016.

Tensorlow | 1% In early 2017, two new frame-
Keras | 25 works were released. PyTorch quickly
pyforch N 20% attracted attention from researchers and
Caffe I % teachers; BigDL applies deep learning
g —— on Spark clusters. Also, Amazon and
p—— Microsoft are collaborating to create

new tools that will be easier to use.
Most likely, such frameworks like Ten-
Figure2—What deep Iearn_ing frameworks or tools SOFF'OW, Keras, and PyTorch remain
are you using? [4] popular for some time, others, like

MXNet, CNTK, and BigDL, is getting

BigDL & Spark [ 2%

their popularity day by day.

3. The aim of research

As a component of the expert analysis system for assessing user sentiment in relation to the sub-
ject under study, a solution to the problem is considered using a solution based on Deep Learning
approaches. Since the user's attitudes on the Internet can testify to the relation of cyberspace to
the investigated object, it is considered expedient to automate the process of gathering and pro-
cessing information to obtain a general analytical picture. So, the purpose of the study is to ex-
plore the possibility of using deep learning models to determine the mood of cyberspace.

4. Related works

The basic concepts of Deep Learning, discussed in [5] which provides a lot of information for
thinking about solving business problems in their future. In the article [5] it is noted that “Deep
learning so far is difficult to engineer with”, it is still relevant now, although the entry threshold
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into the ML sphere is falls due to new frameworks that make it easier to test their abilities in this
area.

Neural networks use mostly mathematical concepts and models, so it's hard to understand,
at least at the basic level, why these models work. Article [6] considers the use of various neural
networks, and algorithms of optimization with an emphasis on the mathematical concepts that are
hidden behind them.

Other traditional NLP tasks such as: part-of-speech tagging, chunking, named entity
recognition, and semantic role labeling are discussed in [7], which uses similar principles for
models construction. [8] offers modified Convolutional Networks for solving tasks related to the
classification of texts. The authors increased the number of layers in such neural networks up to
29. Such neural networks, according to the authors, can solve NLP problems more accurately. An
alternative approach can be found in [9], which proposes to solve the problem of classifying texts
using 2 Convolutional Networks, one of which has 9 layers, the other — 6 convolutional and 3 ful-
ly-connected layers.

Another paper [10] discusses whether to use the TensorFlow framework. It is being com-
pared with other frameworks (Caffe, CNTK, Theano, Torch) to solve various tasks.

In [11], the framework for TensorFlow is considered in detail, and is an example of how
appropriate it is to be used in scientific research.

In [12], I/O performance studies were performed for TensorFlow, and [13] focuses on the
optimal use of CPU resources during research and in the production phase of the model.

Due to the fact that a large amount of data is often needed for constructing models that
will produce a good result, there is also the problem of the rapid processing of such a large
amount of input data, so [14] proposes to use the traditional distributed computing model in pro-
jects using TensorFlow, on based on the open source framework Horovod.

5. Research methods and data collection

The most difficult and meaningful way in working with text information is the need to teach the
machine to understand the meaning of sentences and their relationships. But for this, we must
first consider the task of understanding words and phrases.

The traditional approach to NLP involves a lot of domain knowledge of linguistics itself.
Understanding terms such as phonemes and morphemes were pretty standard, as there are whole
linguistic classes dedicated to their study. Traditional NLP approaches in order to understand the
word use approaches to break the word into parts-prefix, root suffix, etc. Table 1 shows a list of
suffixes in English for nouns.

Table 1 — Noun suffixes [15]

suffix meaning example
-acy state or quality democracy, accuracy, lunacy
-al the action or process of remedial, denial, trial, criminal
:ZT:;Z’ state or quality of nuisance, ambience, tolerance
-dom place or state of being freedom, stardom, boredom
-er, person or object that does a reader, creator, interpreter, inventor, col-
-or specified action laborator, teacher
-ism doctrine, belief Judaism, skepticism, escapism
ist person or (_)pject th_at does a Geologist, prot_agonist, sexi_st, scientist,
specified action theorist, communist
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Continuation of table 1

'R// quality of extremity, validity, enormity
-ment condition enchantment, argument

-ness state of being heaviness, highness, sickness
-ship position held friendship, hardship, internship
“?Ig?] state of being position, promotion, cohesion
'3’ quality of extremity, validity, enormity
-ment condition enchantment, argument

-ness state of being heaviness, highness, sickness
-ship position held friendship, hardship, internship
Stll(c))?] state of being position, promotion, cohesion

It has been estimated that the vocabulary of English includes roughly 1 million words, but
if we count all the forms (participles and plural) of the words we will end up around to 13 million
number.

Words must be presented in a vector form so that it is possible to apply algorithms of ma-
chine learning. Such coding should take into account the interrelations between words — in this
way, words that have a similar meaning should be closer to one another than words having differ-
ent meanings. That is, the concept of the distance between vectors that can be calculated using the
Euclidean distance or the cosine similarity becomes a key to understanding the machine of inter-
connections between words.

6. Word2Vec

Word embedding is a feature learning technique in which each word or phrase from the vocabu-
lary is mapped to a N dimension vector of real numbers. A word vector, by itself, is a row of
numbers. Each this number captures a dimension of the word’s meaning and where semantically
similar words have similar vectors. This eventually leads us to the fact that words such as «apple»
and «orange» should have similar word vectors to the word «fruit» (because of the similarity of
their meanings), whereas the word «engine» should be quite distant (in terms of meaning and
vector distance). Put differently, words that are used in a similar context will be mapped to a
proximate vector space.

The Word2Vec uses shallow NN with two hidden layers: continuous bag of words
(CBOW) and the Skip-Gram model in order to create a vector for each given word. The Skip-
Gram model dives a corpus of words @ and context C [16]. The goal is to maximize the probabil-
ity:

argmax,, I, [T ¢, 0(C| @;0)] . (1)

Where T refers to Text, and @ is parameter of p(c|w;6).

In Skip-gram model, we take a center word and a window of context words and we try to
predict context words out to some window size for each center word. So, our model is going to
define a probability distribution i.e. probability of a word appearing in context given a center
word and we are going to choose our vector representations to maximize the probability.
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Figure 5 shows a simple CBOW model which tries to find the word based on previous
words (by summing vectors) while Skip-Gram tries to find words that might come in the vicinity
of each word.

The weights between the input layer and output layer represent vx N [17] as a matrix of

W,
h=W'c=W, =0, 2)
I love like ice-cream football NLP " e e
I @ 1 2 a a @ 2[ .
love 198 @ 1 8 8 AN
X = like 28 0 B 1 1 N
ice-cream | @ 1 @ ] :] :] . ]—{ Jl
football | @ @ 1 ] 8 0 D// ) -
NLP 28 1 ) @ o N %

Figure 3 — Co-ocurence matrix Figure 4 — Skip-gram predicts surrounding words
given the word

INPUT Projection OUTPUT

Our predictive model learns the vec-
tors by minimizing the loss function. In
Word2vec, this happens with a feed-forward

. neural network and optimization techniques

wo such as Stochastic gradient descent. We have

wen a large matrix with each column for the «con-

text» and row for the «words». The number of

e «contextsy» is of course large, since it is essen-

tially combinatorial in size. SVD is applied to

reduce the dimensions of the matrix retaining
maximum information.

W(t-2)

Figure 5 — CBOW predicts the current word based
on the context

Figure 3 shows how the co-ocurence matrix will look like for the example below.

1. I love ice-cream.

2. | like football.

3. I like NLP.

In summary, converting words into vectors, which deep learning algorithms can ingest
and process, helps to formulate a much better understanding of natural language.

7. Experiments

TF-Hub text embedding module for TensorFlow was used to train a simple sentiment classifier
with a reasonable baseline accuracy.

We have our own dataset which consists of Facebook user’s posts that have been collect-
ed for 2 month using Graph API provided by Facebook. Each message has its own rank that indi-
cate its relevance to the healthy lifestyle and sports activity. All the messages that were collected
were manually ranked and those that had no relevance or against to the sports and healthy life-
style or for it. At the end we end up in 50k messages. The resulting dataset were split into 2
halves — 25k each. Each of them contain 10k positive messages and 15k negative ones. In order
to avoid unfair evaluation and training, all these messages were shuffled before training and eval-
uation stages. The first part of the dataset is used for training purposes while the other one — for
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model evaluation. All the messages were preprocessed to word2vec format, in order to use them
for model training.
The model was trained on machine with Intel CPU i7 2630QM 2.0Ghz and 16G RAM.
As for the classifier, DNN
Classifier with loss reduction calcu-
-0.75 lated by using Softmax cross entropy
function was used.

z After training the DNN Classi-
% -0.60 fier we got the following accuracy of
w predictions:
= 045 Training set accuracy:
0.8018800020217896.
Test set accuracy:

-0.30 0.7921199798583984.

The final classification results
, are shown on the figure 6 that shows
positive the confusion matrix which can visu-
alize the distributions o misclassifica-
tions that we have in our model.

As the result, we can see that the vast majority of the messages were correctly classified:
positive messages have only 16 present of misclassification while negative ones — 21 present. We
can see that our model has shown quite good results — in average 80 present of the messages is
classified correctly.

positive

negative
Predicted

Figure 6 — Result confusion matrix

8. Conclusions and perspectives

The classification task is one of the most indispensable problems in the machine learning. As text
and document datasets proliferate, the development and documentation of supervised machine
learning algorithms becomes an imperative issue, especially for text classification. Having a bet-
ter document categorization system for this information requires algorithms. However, the exist-
ing text classification algorithms work more efficiently if we have a better understanding of fea-
ture extraction methods and how to evaluate them correctly.

The results of the study show that the use of the TensorFlow framework takes less time to
solve the problem of ranking posts in the social network Facebook with sufficient accuracy of 80
percent. To improve the accuracy of the created model, the number of epochs during its training
can be increased. Another more complex option is to use more complex models, such as [8] and
[9] or more advanced techniques for classification which is described in [18].
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