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Anomauisn. Memorw Odanoi cmammi € ananiz i OeMOHCMPAYISE MONCIUBO2O 3ACHMOCYBAHHS PO3POONEHOT
sucoxopisnesoi Texnonozii npocmoposozo 3axonaenns (TI13), a makoosc it 6a3060i Mosu npocmoposoco
saxonnenuss (MII13) ons supiuienns pizHux J10KAAbHUX I 2100ATbHUX 3A80AHb, NOG S3AHUX I3 KPUZ0BUMU MA
HAO36UYAUHUMU CUMYAYiaMU 6 OUHAMIYHUX pO3NnoodineHux cepedosuwax. Kopomko euxiadeni OcHoGHI
nouamms TII3, pexypcuenoi opeanizayii MII3 i ii mepescesoeo inmepnpemamopa, 6e31i4 83aEMO0I0UUX
KONl K020 MOJCYMb 6CIMAHOBNIOBAMUCS NO 6CLOMY CEIMY i IHMe2PY8amucs 3 iHWUMU cucmemMami abo
npayoeamu asmoHoMHo y kpumuunux cumyayiax. Ha MII3 onucani ocnogni onepayii wjo0o cmeopenHs i
VAPABNiHHA PO3NOOINEHOI0 Mepedicelo, SKi MOHCYMb Npayiogamu nogepx iCHylo4ux CUCmeM 36 3Ky, MAaKux,
SK [HmepHem, ab0 camMOCMIlIHO BUKOHY8AMU (YHKYII Mepedcesux npomoKoie 8UCOKO20 Di6HA Y pasi He-
JOKabHUX kpu3 i kamacmpog. Jlocniosceni i npodemoncmposani ¢ MI13 06i npukiaowi obracmi 3 Modic-
JUBICMIO BUHUKHEHHS 8 HUX Kpuzoeux cumyayii. Ilepuwa cmocyemovcs noguicmio po3noodiienoco ananizy i
8I0CMENCYBAHHA MHONCUHHUX MODITbHUX 00 €KMIE Y PO3NOOLIEHUX NPOCMOPAX 3i CKIAOHUMU [ 3aNIyma-
HUMU MAPWPYMamu, Wo MOoXCymsv Oymu noe'si3ani 3 Kpulamumu paxemamu, o0’ckmamu 000poHu ma
CMImMmaM Y KOCMIYHOMY NPOCMOPI, a MAKOIC MACOB0I0 MicpAyieto a00ell yepe3 MidCHAPOOHi KOpOOHU.
Tnwa obracme Hanexcumv 00 po3nodiieHux CoYianbHUxX Mepexc, 68 AKUX PI3Hi CRigmosapucmea 3 pisHumu
KyIbmypamu, mpaouyisimu abo peniciamu Moxcyms OYmu npocmoposo O1u3bki 00He 00 00HO20, CHiéna-
damu abo nepemunamucs. Ha MI13 noxazano, sx modentogamu npocmopogy OUHAMIKY mMaKux yepynysatb,
Pe2YNAPHO 3HAXOOUMU MONOSPADIUHI YeHMPU PIZHUX CRIGMOBAPUCE | OYIHIOBAMU GIOCMAHb MIJNC HUMU,
wWo modice Oymu KOpUCHUM 05l NPOSHO3YBAHHS MA 3aN00IcaHHA PI3HUX COYIANbHUX KOH@aikmig. L[ mex-
HOJI02IA 8 i nonepeoHix 8apianmax 3acmoco8y8andcs i anpobosy8aldcs y pisHuUxX Kpainax, a ii ocmaHmHs
eepcis Modice 6ymu 1e2k0 6CManosIena 3a y200010 Ha 0YO0b-AKUX NIAM@POPMax.

Knrouoei cnoea: xpusu i ynpasininHsa HA036UYAUHUMY CUMYAYIAMU, Mepexcesi MexXHON02l GUCOK020 Pi6HS,
Moea npocmopogoeo 3axoniienHs, po3nodileHe GiOCMEINCY8aHHA MODOIIbHUX 00'€kmis, coyianvbHa Ou-
HAMIKa [ KOH@IIKMU.

Annomauus. Llenvo oannoli cmamvu AGIAIOMCA AHAAUZ U OEMOHCMPAYUS 803MOICHO20 NPUMEHEHUs
PA3pabomanHoll blCOKOYPO8Hesoll 1exHonocuu npocmparncmeennozo saxeama (T113), a makoce ee bazo-
6020 AH3vika npocmpancmeennozo 3axeama (A113) Ona pewenus pasnuyHbIX 10KATbHBIX U 2100ANbHBIX 34-
0au, C6A3aHHBIX C KPUSUCHBIMU U YPE3GbILAUHBIMU CUMYAYUAMU 8 OUHAMUYECKUX PACHPEOeNIeHHbIX CPEOaXx.
Kpamxko uznoorcenvr ocnoeuvie nonamus TII3, pexypcusnoii opeanuzayuu AlI3 u eco cemesozo unmep-
npemamopa, MHOMCeCME0 63auMOOeUcCmMEyIouUx KONUll KOmopo2o MOjcem YCmaHasiueamscsa no 6Cemy
MUPY U UHMESPUPOBATNLCS C OPYSUMU CUCTEMAMU UTU Jice PAbOmMams A6MOHOMHO 8 KPUMUYECKUX CUMY-
ayusax. B AI13 onucanvi 6azosvie onepayuu no co30anuio u ynpasieHuio pacnpedeieHol cemuio, Komo-
pbie Mocym pabomams nosepx CyuweCmeyiowux CUCIMeM C6:3u, MAKUX, KaK UHMepHem, Ul JHce CamMoCcmo-
AMENLHO GLINOTHAMY PYHKYUU CEMEBbIX NPOMOKOA08 GbICOKO20 YPOBHS 8 CIYUAe HENOKAIbHBIX KPUIUCOE U
xkamacmpogh. Hccnedosanuvl u npodemoncmpupoganst 6 A3 06e npuxiadnvie obracmu ¢ 603MO’CHOCTNBIO
B03HUKHOBEHUSA 8 HUX KPUSUCHbIX cumyayuti. Ilepeas kacaemcs nOIHOCMbIO pACNPEOENEeHHO20 AHANU3A U
OMCACIHCUBAHUSA MHONCECMBEHHBIX MOOUTLHBIX 00BEKMO8 68 PACNPEOeNeHHbIX NPOCIPAHCMBAX CO COJIC-
HOIMU U 3aNYMAHHBIMU MAPUWPYMAMU, KOMOpble MO2Yym Oblmb CE5A3aHbl C KPLLIAMbIMU paKemamu, 00%b-
exmamu 000pPOHbL U MYCOPOM 8 KOCMUYECKOM NPOCMPAHCMEe, d MAaKice MACCo80l muzpayueti model ye-
pe3 MedcOyHapoonvie epanuybl. [Jpyaas 0061acms OMHOCUMCS K PACAPEOENEHHbIM COYUANbHBIM CEMAM, 6
KOMOPbIX pazuvie coO0Ouecmea ¢ pasHulMu KyIbmypami, mpaouyusmu Uiy perususimu mo2ym ouvims npo-
cmpancmeenno oausku opye K opyey, cognadams uiu nepecekamuvcs. B AlI3 noxasano, xax moodenupo-
6amv NPOCMPAHCMBEHHYIO OUHAMUKY MAKUX SPYNNUPOBOK, Pe2ylapHO HAX00ums monozpaguieckue yeH-
Mpbl PASTULHBIX COOOWECE U OYEHUBAMb PACCIMOAHUE MEXHCOY HUMU, YMO MOdicem Oblmb NONe3HbIM OJiA
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NPOCHO3UPOBAHUSL UTU NPEOOMBDAWECHUSL PAZTUYHBIX COYUAILHBIX KOHMAUKMOS. [laHHas mexHoI02us 8 ee
nPeobIOYWUX BAPUAHMAX NPUMEHALACL U ANPOOUPOBANACh 8 PA3HBIX CHPAHAX, A ee NOCNeOHsIs 8epCusl
Modicem Oblmb 1e2K0 YCMAHOBNIEeHA N0 CONAWEHUIO HA TT00bIX naampopmax.

Knrouegwle cnosa: kpusucvl u ynpagieHue Yype3ebluaiHbIMU CUMYayUuaMU, Cemesble MexXHOA0SUU GbLCOK020
VposHsi, H3bIK NPpOCMPAHCMBEHHO20 3AX6AMA, PACNPEOENCHHOE OMCAEHCUBAHUE MOOUTLHBIX 00BEKMOS,
COYUANLHASL OUHAMUKA U KOHDIUKMODL.

Abstract. The purpose of this paper is to analyse and demonstrate possible application of the developed
high-level Spatial Grasp Technology, SGT, and its Spatial Grasp Language, SGL, for dealing with differ-
ent local and global crisis and emergency situations in dynamic distributed environments. Main concepts
of SGT, recursive organization of SGL, and its networked interpreter are briefed, where numerous com-
municating interpreter copies can be installed worldwide and integrated with other systems or operate
autonomously in critical situations. Basic network creation and management operations are described in
SGL which may operate on top of existing communication systems like internet or serve as high level net-
work protocols on their own in case of nonlocal crises and disasters. Two crisis-prone application areas
are investigated and demonstrated in SGL. The first one is dealing with fully distributed analysis and trac-
ing of multiple mobile objects in distributed spaces with complex and tricky routes, which may relate to
cruise missiles, defence objects and debris in outer space, or massively migrating individuals through in-
ternational borders. The other considered area represents distributed social networks in which different
communities, with different cultures, traditions or religions may spatially coincide. It is shown in SGL how
simulate spatial dynamics of such societies, regularly find topographical centres of different communities
and evaluate distances between them, which may be useful for prediction or prevention of different social
conflicts. The proposed technology had trial implementations and applications in different countries, and
its latest version can be readily installed by agreement on any platforms needed.

Keywords: crises and emergency management, high-level networking technology, Spatial Grasp Lan-
guage, distributed tracing of mobile objects, social dynamics and conflicts.

1. Introduction

With world dynamics growing rapidly, such words as disaster, crisis, and emergency are fre-
quently used in everyday life and in different points throughout the Globe, with detailed clarifica-
tion and comparison of such terminology found in existing publications [1]. Emergency response
and crisis management are already vital activities and essential part of infrastructures in different
organizations [2]. Crisis and security management are also considered in a global scale like deal-
ing with disasters that could break global communications and the internet [3], associated with
missile defence [4], and even moving to outer space [5]. Global terrorism [6], cyber attacks [7],
natural disasters with their social and political impact [8, 9], religious conflicts [10], as well as
many others with relation to international security [11, 12], are the areas were disasters, crises
and emergency are common, with urgent need of their effective prevention, alleviation, and man-
agement. In this paper, we are briefing the developed high-level networking control, processing,
and management technology [13-17] which is suitable for runtime dealing with different crisis
and emergency situations, also showing practical examples of its application in the area men-
tioned.

The rest of this paper is organized as follows. Section 2 describes the high-level Spatial
Grasp Technology, SGT, together with its basic Spatial Grasp Language, SGL, also organization
and main features of the networked SGL Interpreter. Section 3 shows expression and solution in
SGL of the basic and most vital network communication and management mechanisms, which
can fully operate on their own even if traditional communications, internet including, not operat-
ing. These include network creation from scratch, finding and collecting any path between nodes,
forming any spanning tree as well as shortest path tree from a node to all other nodes with accu-
mulating shortest paths to all nodes in the starting node, also setting routing tables in particular
nodes for this tree, and finally, creating routing tables in all nodes allowing shortest paths com-
munications between any nodes of the network. Section 4 demonstrates how to organize in SGL
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the discovery and tracing of complexly moving targets, which may be cruise missiles or any other
objects in terrestrial or celestial environments, to be accomplished in a fully distributed and paral-
lel mode. Section 5 shows how to outline different communities in a distributed social network,
find their topographical centres and evaluate physical distance between them, which may be use-
ful for preventing possible social conflicts, while doing this repeatedly with simulation of spatial
mobility of individuals in time. Section 6 concludes the paper.

2. Spatial Grasp Technology (SGT)
2.1. General Features

Within SGT, a high-level scenario for any task to be performed in a distributed world is repre-
sented as an active self-evolving pat-
tern rather than traditional program,
sequential or parallel. This pattern,
written in a high-level Spatial Grasp
Language, SGL, and expressing top
semantics of the problem to be solved,
can start from any world point, being
as the source of pattern’s activity. It
then spatially propagates, replicates,
modifies, covers and matches the dis-
tributed world in a parallel wavelike
mode, as shown in Fig. 1.

The self-spreading & matching patterns can create knowledge infrastructures arbitrarily
distributed between system components (like humans, robots, sensors, etc.). These infrastructures,
which may be left active, can effectively express distributed databases, command and control,
situation awareness, autonomous decisions, as well as any other existing or hypothetical compu-
tational and control models.

Source 2

Source 1

Source 3

Distributed
environment

Spatial, mobile,
wavelike solutions

Figure 1 —Spatial pattern growth & coverage & matching

2.2. Spatial Grasp Language (SGL)
SGL allows us to directly move through, observe, and provide any actions and decisions in fully

distributed environments  (whether
1 physical, virtual, executive, or com-
yr.;sp o L(( ! . bined). It has universal recursive struc-
rule rasp , . .
grasp ture, shown in Fig. 2, capable of repre-
> movement senting any parallel and distributed al-
— creation . . R
—» echoing gorithms operating on, over, or in spa-
constant variable ot tially scattered data or other distributed
l—> advancement SyStemS
- . —> branching ' .
information | global > transterence An SGL scenario develops as
custom frontal — / iti -
P fronta [ granting parallel tr_ansmon between set§ of pro
{grasp} environmental |, 3;';; gress points (or props), with self-
] L application modified and self-replicating scenario
L {grasp} ; H A
code freely moving in distributed spac-
| y g p

es. Starting from a prop, an action may
result in new props (which may be
multiple). Each prop has a resulting value, which may be arbitrarily complex, and resulting state
(one of: thru, done, fail, and abort). Different actions may evolve independently or interde-
pendently from the same prop, splitting and parallelizing in space. Actions may also spatially

Figure 2 — SGL recursive syntax
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succeed each other, with new ones applied sequentially or in parallel from the props reached by
previous actions.

Elementary operations can directly use states and values of props reached by other actions
whatever complex and remote they might be. Any prop can associate with a position in physical,
virtual, executive or combined world. Staying with world points, it is possible to directly access
and impact local world parameters in them. Overall organization and control of the breadth and
depth space navigation and coverage is provided by SGL rules, which may be nested. These
rules, for example, can be: elementary arithmetic, string, or logic operation; hop in a physical,
virtual, execution, or combined space; hierarchical fusion and return of both local and remote da-
ta; distributed control, both sequential and parallel; a variety of special contexts for navigation in
space, influencing embraced operations and decisions; type or sense of a value or its chosen us-
age guiding automatic interpretation; creation or removal of nodes and links in distributed
knowledge networks. A rule can also be a compound one integrating other rules or defined as a
result of operations of arbitrary complexity.

Working in fully distributed physical, virtual or executive environments, SGL has differ-
ent types of variables, called spatial, effectively serving multiple cooperative processes: Heritable
Variables — starting in a prop and serving all subsequent props which can share them in both read
& write operations; Frontal Variables — transferred on wavefronts between consecutive props and
replicated if multiple new props emerge; Environmental Variables accessing different elements of
physical and virtual words when navigating them, also certain parameters of SGL interpreter; and
Nodal Variables as a temporary property of world nodes, accessed and shared by all activities as-
sociated with and reaching these nodes. These types of variables, especially when used together,
allow us to create flexible and robust spatial algorithms working in between components of dis-
tributed systems rather than in them. Such algorithms can replicate, spread and migrate in distrib-
uted environments (partially or as a whole), always preserving global integrity and control.

2.3. SGL Networked Interpreter

An SGL interpreter consists of a number of specialized modules handling and sharing specific
data structures, as in Fig. 3.

= The interpreters can
parser |—] Contro! Communication | _(“incoming Y| 1 1 communicate with each other,
processor o | . - -
| ik = | 1 and their distributed network can
1 . 1 w 1 H -

arasps ) /[ Suspended Novigaron | \ (Oacina ) {—ap 3 1 be mobile and open, changing the
queue grasps processor 1 ;1 number of nodes and communi-
| — Activated I o,  cation structure at runtime. The
Pom—— identies )__Jferest — 21 backbone and nerve system of the
processors Knowledge 1 -1 distributed interpreter is its dy-
‘ Iz ! namic spatial track system with
Nodal YT /" Frontal Heritable Environmental (I its parts kept in the Track Forest
variables \ \ wvariables variables variables 1ol . -
= memory of local interpreters. It is
(vocbm ) | , | 101 logically interlinked with similar

variables World access unit 1 1 N A B
1=l parts in other interpreter copies

Figure 3 — SGL interpreter organization and main components thus providing altogether global
control coverage. The distributed

track structure enables for both hierarchical and horizontal control, also remote data and code ac-
cess, with high integrity of emerging parallel and distributed solutions achieved without any cen-
tralized resources. Dynamically created track forests, spanning the systems in which SGL scenar-
ios evolve, are also used for supporting spatial variables and echoing & merging control states
and remote data, while self-optimizing in parallel echo processes. They also route further grasps
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to the positions in physical, virtual, executive or combined spaces reached by the previous grasps,
uniting them with frontal variables left there by preceding grasps.

The distributed SGL interpreter may have any number of communicating nodes, up to
thousands to millions to billions, effectively converting the whole world into a universal spatial
machine operating under spreading intelligent scenarios. Any number of such scenarios can oper-
ate simultaneously (cooperatively or competitively) while starting at any time and from same or
different world points. The SGL interpreter copies may be integrated with (or implanted into) any
existing systems, popular media and email including. They can also be concealed if to operate in
hostile environments, allowing the latter to be analyzed and impacted in a stealth manner.

3. Distributed Network Management Basics in SGT
3.1. Exemplary Network Creation

We are starting here from scratch, having only elementary communications between different
nodes limited by some threshold physical distance Th, and without any communication infra-
structure between them. Only copies of SGL interpreter are installed in each node. Different stag-
es of the possible network infrastructure creation are shown in Fig. 4, with nodes named a, b, c, d,
e, f, g, and h originally distributed in space as shown in Fig. 4, a.

Y -~
(b) © (b) OX () e ( ) B~
0 A AP (b)— o
I.-"e"\l ? ;{ ""#If N 1 ?‘:" w1 al - / S —
-~ = [ e oo " < L / &)
d - 0 S _."' n ~ /
@ U I(-—f\l @ - » \,.EI/'": ~- - QD _\;3/{ —-—— @/—y -— I/? a\’_ - _(_d/'l_____ S
L ] L J r; - —— _.——\_I
Start A K AR L) VJ /N
i S e [N/
P — P ~ -~ . - Ln
ONNO. @)-~+ () (©--=@® ©—@®
- \\ _ = _—
a b c d

Figure 4 — Distributed network creation

Let us start in some node, let it be a as in Fig. 4, a, after writing in SGL:

hop (a)

Starting in node a and stepwise reaching all other nodes by hopping to neighboring nodes
within the given maximum allowed distance Th between them, as shown in Fig 4, b (to avoid
looping, the nodes are allowed to be entered first time only):

hop (a) ;
repeat (hop first(nodes(all, within(Th))))

Starting in node a and reaching all other nodes as before, but together with creation of
links-channels of type Ln between all neighboring nodes within Th distance, as shown in Fig. 4, c,
can be done by:

hop(a);
repeat (hop first(nodes(all, within(Th)));
stay (hop (nodes (all, within(Th))); BACK > NAME;
create(link (Ln), node (BACK))))

To avoid competing attempts of establishing same link between two nodes when starting
from them both, we allow doing this only after comparing their names, allowing the node with
higher value to dominate (could be organized vice versa too).
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We will finally be having the full network shown in Fig. 4, d with all established links-
channels of the type Ln, as was required.

L _'/- D
BN
/ ‘

/ / &)
N dk f
\§ ---") “ihmx%/4\

(f)
I —
4 /
(@ ——(n

Figure 5 — Reaching a node from
another node

hop(a); frontal (Path = NAME) ;
repeat (hop first(link(any));
or ( (NAME ==

3.2. Finding and Collecting Any Path between Nodes

Having created the network infrastructure, as above, we
may, starting in some node like a, reach any other needed
node like f, by the following SGL scenario navigating the
network in a wavelike mode, i.e. stepwise and in parallel
(see Fig. 5).

hop (a); repeat (hop first(links(all));
or ((NAME == f; done), stay))

We may additionally decide to collect the passed
path and organize its output at the destination node, as fol-
lows.

Path &&= NAME;
; output (Path) ;

done), stay))

Arbitrary path found between these two nodes (may not be optimal like the one in Fig. 5)
is printed in node f like: (a, d, h, f). Such path can also be issued in the starting node a by the

modified scenario:

hop(a); frontal (Path = Name);

output repeat (hop first(link(any));
or (blind (NAME == f;

' /
/ / N
\a ..f'x '\__e/l
{ /
A h /

d)

I\

N
@——®n
Figure 6 — Creating any Spanning
Tree from a node to all other nodes

nodal (Up); hop(a);

Path &&= NAME;
Path), stay))

3.3. A Spanning Tree from a Node to All Other Nodes

In the previous example, we have found any path from a
node to some particular node, which was then issued out-
side the network within the network asynchronous wave-
like navigation. In similar network navigation, we may
create a Spanning Tree (ST) starting in the same node and
covering the whole network, thus explicitly showing pos-
sible paths to all other nodes. This can be easily done with
registering this ST directly in the distributed network
structure, by remembering node predecessor names in a
special variable Up associated with each node, as follows,
see also Fig. 6:

repeat (hop first(links(any)); Up = BACK)

Such a tree can directly guide movement from any node, like e, to the starting node a:

hop(e); repeat (hop (Up))

We may also, if needed, collect this passed path in both ways and issue it in node a.
a) If to register from node e to node a, will be having Path (e, c, b, d, a):

hop(e); Path = NAME;
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repeat (hop (Up); Path &&= NAME); output (Path)

b) If to register from node a to node e, will be having Path(a, d, b, c, e):

hop (e); Path = NAME;
repeat (hop (Up); Path = NAME && Path); output (Path)

— 3.4. Shortest Path Tree (SPT) from a node to all other
L), nodes

/ \ \/5\,‘ With some modification, we may create and register in-

y— stead of any Spanning Tree, a Shortest Path Tree (SPT)

N > d) / from a node to all other nodes, as shown in Fig. 7 (which,
\a }""J .-"""b.;’"ﬁ;. in general, may be one of a number of such SPTs).

/ ~ The following scenario can accomplish this with

___// \ / registering the resultant SPT in the network structure

(9)- _'ih} similarly to the ST scenario before. The main difference

will be with re-registering the SPT predecessor nodes in
variables Up in nodes if better (shorter) solutions for
shortest paths to these nodes appear available.

Figure 7 — Creating Shortest Path
Tree from a node to all other nodes

nodal (Dist, Up); hop(a); Dist = 0; frontal (Far);
repeat (hop(links(all)); Far += 1;

or (Dist == nil, Dist > Far); Dist = Far; Up = BACK)
Dest Route Registering in t_he starting node of the shortest paths to all
B other nodes on the basis of SPT found can be done by the synchro-
_fa) l nous two-vector structure at the starting node, as shown in Fig. 8
e (keeping names of all other nodes in Dest, and corresponding paths
_b b— to them in Route):
cldc
_]i éf______ hop(a); nodal (Dest, Route); hop(all other);
frontal (Path) ;
e d c. e repeat (Path = NAME && Path; hop (Up)):;
—% ;EL?J——— seize (Dest &&= Path[last]; Route &&= unit (Path))
1 —
g g Using coIIec_ted shortest path_s in the SPT root node, any other
_h [ d h node can be conveniently reached, like, for example, node e:
]
F@ureS——Remswﬁngin hop(a); frontal (Path) = Route[order (Dest, e)];
the SPT root node the repeat (hop (link (any), node(withdraw(Path, 1))))
shortest paths to all
other nodes The path followed from node a to node e will be as:

a>d2>cDe.
For this SPT we can also create routing tables (RT) in all nodes having descendants (i.e. a,

d and c) rather than collecting full shortest paths in a to all other nodes, as before, by the follow-
ing scenario.

hop(a); nodal (Dest, Next); hop(all other); frontal (Fin) = NAME;
repeat (hop (Up); seize(Dest &&= Fin; Next &&= BACK))

The result is depicted in Fig. 9 where vector Dest keeps names of all destination nodes in
relation to the current node (similar to Fig. 8), and the synchronous to it vector Next provides just
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names of next hop nodes towards reaching the needed destinations (rather than full paths to these
destinations, as before).
Movement from the SPT root a to any other node (let it be e again) via the obtained set of

routing tables in nodes can be done by the following scenario:
hop(a); repeat (hop(link(any), node (Next[order (Dest, e)])))

Will be having the same result as before when re-
membered full paths to other nodes in the starting node,

v@‘i l@,l l@il i.e.;a>d>ce.
b/b| [¢

Dest Next Dest Next Dest Next

ele
3.5. Creating Routing Tables from All Nodes to All
Other Nodes

The previous routing tables solution related only to the
single SPT providing shortest paths from the root node a to
all other nodes. We can also easily organize in SGL the
finding of routing tables placed in each node and providing
altogether shortest paths from any node to any other nodes,

Figure 9 — Routing tables in nodes  as follows.
for SPT in Fig. 7

0| | @
D00

nodal (Dest, Next);
hop (nodes (all)); color(nodal (Dist, Up));
sequence (
(frontal (Far); Dist = 0;
repeat (hop(links(all)); Far += 1;

or (Dist == nil, Dist > Far); Dist = Far; Up = BACK)),
(frontal (Fin = NAME) ;
repeat (hop(links(all); Up == BACK;

seize (Dest &&= Fin; Next &&= BACK))))

This scenario is based on parallel creation of SPTs from all nodes to all other nodes, with
such SPTs shown in Fig. 10.

o~
—{c

~

P
(b)

Figure 10 — SPTs from all nodes of the network to all other nodes

The obtained routing tables in all network nodes are shown in Fig. 11, with same mean-
ings as in Fig. 9 of synchronized Dest and Next vectors, now present in all nodes.

An example of following SP from any node, say g, to any other node, like e, via the RTs
of Fig. 11, will be by using the same scenario as shown before for a single SPT from node a:

hop(g); repeat (hop(link(any), node (Next[order (Dest, e)])))
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This scenario will follow the path g=>d->c-> e with using RTs of Fig. 11 in nodes g, d

and c.

Dest Next . B .
@ ® © (@ © © @ ©
b'b| [ala] [ald] [ala] [2|c] [a]d] |ala ad
cld| Tcicl TB7p| [ bl [Blc| [b[d| |b/d| [P]d
did| d/d| [dldl [c ¢c| |clc] [c|d] [cld] [ d
e|d e|c ele e c dlc d|d d/d d d
fld| [fld] [flel [f]f] [fI|f ele| |e|d| | & f
olg| [gla| [o/d]| [g]g| [alc] [g[n] [f]h] [T
hid| Thid| [hidal [hin! [hlf] [h]h] [n]h] [9 9

Figure 11 — Routing tables providing shortest paths from all nodes to all other nodes of the network

4. Spatial Objects Discovery and Tracking

Distributed sensor networks operating under SGT can catch and follow any moving objects
throughout the whole region despite limitations of individual sensors, as in Fig. 12. The latter
shows some area covered with a network of communicating radar stations, each having SGL in-
terpreter installed, with presumably hostile objects like, say, cruise missiles moving through the
area.

Tracing mobile intelligence
% / N Y.
— it — B~
—_— - |

&
A

€ e \/\/2. .
"'. \ W &ﬁ X
Networked radar/,..u ﬁ Lost

stations
Figure 12 — Distributed objects tracking & destruction

The sensor-radar first seeing a new object (i.e. which is within the given visibility thresh-
old) is becoming the start of distributed operation, after which the object is supposed to be seen
by this radar for some time or may move and be visible by other sensors. Object’s moving & be-
havior history can be collected & updated at each passed radar sensor by the SGT-produced mo-
bile spatial intelligence individually assigned to this particular object and following its electroni-
cally via the radar network, just following its physical move in the real world.

Depending on the collected history, such object may be tried to be destroyed, it may also
happen to be ultimately lost after safely passing through the radar-controlled area. The SGL sce-
nario shown in Fig. 13 will be following the moving object wherever it may go, despite its possi-
ble tricky route, like that of a cruise missile. The scenario can operate with multiple moving ob-
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jects appearing at any time, where each sensor regularly searches for new targets, and each new
target is assigned individual tracking intelligence which can propagates in distributed virtual
space in parallel with other intelligences, following the physical movement of targets.

1 hop[all_nodes];

2 frontal (Object, History, Threshold = ..);

3 whirl (
Cbject = search(aerial, new));
4 visibility (Object) >= Threshold;
5 free_ repeat(
loop (
6 visgibility (Object) >= Threshold) ;

accumulate (History, Object);
if (negative (History), blind destroy(Object))):

max_destination(
hop (neighbors_all); wvisibility(Object));

7

8 if(visibility (Object) < Threshold,
blind_output (Object, History, ‘leost’)))))

Figure 13 — SGL scenario for distributed tracing of mobile objects

Some additional explanation of different scenario stages numbered in Fig. 13 may be as
follows.

1. Starting in all sensor nodes in parallel.

2. Describing types and initial values of the spatial variables used, like for the visibility
threshold.

3. Organizing continuous, endless, looping of the remaining stages 4 to 8 whatever their
success or failure.

4. Trying to find a new areal object with sufficient visibility, continuing the remaining
stages 5 to 8 if such an object discovered, otherwise terminating this branch.

5. Making the following sections 6 to 8 mobile and autonomous (which will also be re-
peated as much as needed) from the starting, main scenario body, thus allowing the stage 4 con-
centrate on the search of new objects again.

6. Looping in the current sensor-radar node if the object still has sufficient visibility, col-
lecting its behavior history, and trying to destroy it depending on the history collected, if a deci-
sion is taken.

7. After losing object’s visibility in the current node (thus appearing lower than the
threshold given), contacting all neighboring sensor-nodes in parallel and moving to the neighbor-
ing sensor in which this object’s visibility is highest.

8. Checking the visibility of the same object in the new node, and in case it is lower than
the given threshold, declaring the failure of the object’s observation along with its history collect-
ed, also terminating this scenario branch). Otherwise continue observation of the object from
stage 6 with its sufficient visibility.

The offered organization of tracing and impact of multiple moving objects in distributed
environments by networked sensors with embedded SGL interpreters and virus-like mobile spa-
tial intelligence in SGL, which can collectively operate without any, often vulnerable, central re-
sources, can also be effectively used in many other areas. These may include advanced operations
in outer space related to missile defense or dealing with space debris, tracing international crimi-
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nals, flow of different goods, materials and finances throughout the whole world, as well as con-
trol and management of human migration.

5. Finding Centres of Different
‘ Communities and Analyzing Distances
‘ between Them

< ‘ Of practical interest may be finding

‘/ \‘ ‘ "‘ topographical centres of different social

{ \ : = ' “ communities with assessment of physical

4 /\ \a\ ‘ ‘ ‘7‘ distances between them, say, for preventing
// ‘ l/ ::’ ‘ /"" ‘ possible _confligts as these groupings_ may
Linksc1  Center1 Closeness Center2 Links c2 be pursuing quite different even hostile to

Figure 14 — Finding centres of different communities ~ €ach other cultures, religions, traditions,
and principles. In Fig. 14, different
communities are expressed by different types of links between their members (like c1 and c2).
The following scenario outlines such communities and finds their topographical centres
with evaluating and outputting physical distance, or Closeness, between them.

nodal (Centerl, Center2, Closeness);

Centerl = average (hop nodes(all); yes(hop links(cl)); WHERE);
Center2 = average (hop nodes(all); yes(hop links(c2)); WHERE);
Closeness = distance (Centerl, Center2?);

output (Closeness)

’
’

The found value in Closeness
‘ l ‘ may indicate existence of some unwanted
‘ trends in a multicultural society, say, if
3 ‘/ / \‘/ ) | ‘ below a certain threshold (another
l ‘ example, with different Closeness value
l> ‘ shown in Fig. 15), which may need
‘ /' \l introduction and application of certain
/ .y educational, organizational, or even
/ ‘ “ ‘\ security measures.

Linksc1 Center1 Closeness Center2 L|nks c2 We can also model possible
Figure 15 — Communities may become too close spatial mobility of members belonging to
to each other different groupings in time (which may

differ for different communities), with regular finding heir topographical centres and measuring
physical closeness between them, also providing warnings if this distance becomes suspicious.
This can be implemented by extended SGL scenario shown in Fig. 16.

Additional explanation of different, numbered, scenario stages in Fig. 16 may be as fol-
lows.

1. Description of different types of used spatial variables with initial values of some of
them.

2. Organizing three independent parallel branches consisting of: stage 3, stage 4, and stag-
es 5to 8.

3. Simulating continuous randomized physical movement of individuals belonging to the
first community, with proper delay between iterations.

4. Simulating continuous randomized physical movement of individuals belonging to the
second community, with another delay between repetitions.

5. Organizing endless repetitive operation of the third branch consisting of stages 6 to 8.
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6. Finding topographical centers of all individuals belonging to the first and second com-
munities at different, current moments of time.

7. Calculating and assessing physical distance between the centers found with issuing
warning when their closeness becomes dangerous.

8. Setting certain time delay between repetitive invocations of stages 6 and 7.

Many other tendencies and problems in distributed social systems can be effectively simu-
lated and analyzed with the help of SGT [16].

1 nodal (Centerl, Center2, Closeness, Delayl = .., Delay2 = .., Delay3 =.,
Threshold = .., Maxshiftl = dxI_dyIl, Maxshift2 = dx2 dr2);
2 branch (
(hop_nodes (all); yes(hop_links(cl));
3 repeat (WHERE + random(Maxshiftl); sleep(Delayl))),
4 (hop_nodes (all) ; yes (hop_links(c2));
repeat (WHERE + random(Maxshift2); sleep(Delay2))),
5 repeat(
6 Centerl = average (hop_nodes(all); yes(hop_links(cl)); WHERE);
Center2 = average (hop_nodes(all); yes(hop_links(c2)); WHERE) ;
7 Closeness = distance (Centerl, Center2) ;
if(Closeness <= Threshold, output('Danger: ‘', Closeness));
8 sleep(Delay3)))

Figure 16 — SGL scenario for modelling dynamics and evaluating closeness of communities

6. Conclusions

We have briefed the invented and patented high-level networking technology which allows us to
solve complex problems in large distributed environments in parallel and fully distributed mode,
without vulnerable central resources, effectively using unlimited spatial mobility of recursive
control code dynamically matching any systems. Expression in SGL of tracing and investigating
of complexly moving objects by intelligent sensor networks, and simulating and analysing dy-
namics and closeness of different communities in social networks were demonstrated too. The
future plans include investigating more areas for SGT solutions of emergency, crisis, and security
problems, also further development of ideas and implementations expressed in [11, 12], with new
book related to international security based on SGT currently in preparation. SGL scenarios for
solving different networking problems appear to be extremely compact (can even be shorter if
abbreviations for different rules and special constants used, as in previous versions of SGL, see
[14, 15]), which allows us to create and modify solutions for crisis and emergency problems at
runtime, on the fly. The latest technology version can be readily installed by agreement on any
platforms needed.
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