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Effective methods of evaluation of the psychological pressure can detect and assess real-
time stress states, warning people to pay necessary attention to their health. This study is
focused on the stress assessment issue using an improved support vector machine (SVM)
algorithm on the base of surface electromyographic signals. After the samples were clustered,
the cluster results were given to the loss function of the SVM to screen training samples. With
the imbalance amongst the training samples after screening, a weight was given to the loss
function to reduce the prediction tendentiousness of the classifier and, therefore, to decrease
the error of the training sample and make up for the influence of the unbalanced samples.
This improved the algorithm, increased the classification accuracy from 73.79% to 81.38%,
and reduced the running time from 1973.1 to 540.2 sec. Experimental results show that this
algorithm can help to effectively avoid the influence of individual differences on a stress
appraisal effect and to reduce the computational complexity during the training phase of the
classifier.

Keywords: surface electromyographic signals, stress state evaluation, support vector

machine, clustering, weight.

INTRODUCTION

Psychological or mental stress is a psychosomatic
tension state that tends to be manifested in various
types of psychological and physiological reactions
when a person becomes aware that the confronting
environment is important but rather difficult to deal
with [1]. Moderate stress can make subjects to produce
positive energy and may be changed into a motive
power to improve the work efficiency. However, stress
that exceeds the person’s limit may cause negative
effects or even significantly affect one’s normal life
[2]. The recognition of the cause of stress before it
becomes chronic is a key step in managing it.
Methods that can be used for stress appraisal in
the psychology usually require a significant response
of and positive cooperation with the subject. The
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application of stress appraisal will be wider and
beneficial for the research on stress and health if it
can operate without self-evaluation.

In engineering, affective computing is used to
assess the intensity of stress. Stress states of drivers
were evaluated based on the speech and physiological
parameters [3, 4]. A traditional game, Tetris, could be
used as the stress source, and this allowed researchers
to collect respiratory and electromyographic (EMG)
signals in a group of 129 subjects; this study reached
an average recognition rate of above 80% by using
linear discriminant analysis and r to analyse the
results [5]. In other study [6], a stress detection
method based on physiological measurements of 22
subjects was proposed. Each subject in this study was
exposed to a protocol containing four stressors and six
rest periods. A simple wireless device was designed
[7] for detection and daily evaluate of routine stress
automatically and permanently.

In the next study [8], nine call centre employees
as examined subjects were asked to wear a skin
conductance sensor on their wrists for a week at work,
to record the stress levels for each call. Individual
differences were addressed by either modifying the
loss function of a support vector machine (SVM)

NEUROPHYSIOLOGY / HEUPO®U3UOIOTUSN.—2016.—T. 48, No 2



STRESS STATE EVALUATION BY AN IMPROVED SUPPORT VECTOR MACHINE

to adapt to the varying priors or by placing more
significance on training samples from the most similar
people in terms of the skin conductance lability to
automatically recognise classes of the stressful/non-
stressful calls [8].

Physiological measurements can detect stress with
a minimal discomfort for the subjects and are useful
in reflecting emotions [9]. In our study, we selected
four stress sources to stimulate the participants. One
hundred forty-four groups of EMG signals were
collected from each of the 16 subjects. The existing
SVM algorithm was improved to solve the stress
evaluation problem with increased classification
accuracy and to reduce the classifier’s processing
time. The feasibility of the experimental scheme and
the algorithm were proven by using real data.

METHODS

Improved SVM. A kernel-based machine, SVM,
learns a family of methods used to accurately classify
both linearly separable and linearly inseparable data
[10]. The SVM has been used in numerous machine
learning fields, such as classification, regression
estimation, and kernel principal component analysis,
because it is capable of providing a good generalisation
capacity.

Contrastive analysis showed that different
participants have different perception degrees of
the same stimulus, and that the same participant
often produces different responses to different stress
sources at the same time. Actual verification showed
that solving the diversity problem between samples is
difficult even after normalisation. Making predictions
for a single participant causes a certain amount of
interference and affects on the classifier performance
if all sample information is included in the training
set. Furthermore, too many training samples increase
the computational complexity and influence the
classification accuracy. Therefore, making a targeted
selection for the training set is obviously necessary.

Filtration of the training sets results in an imbalance
between positive and negative samples. Thus, different
weights are given to positive and negative samples,
and sample information is added to the loss function
to weaken this imbalance.

Optimised Algorithm. The overall flow chart of
the algorithm is shown in Fig. 1.The improved SVM
algorithm can reduce the amount of training samples
by selecting training sets and addressing stress
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evaluation. Thus, only the most beneficial message for
the classifier’s model building is put in. Otherwise,
the adjustment of the weight of positive and negative
samples can amend the imbalance in training samples.
Therefore, this algorithm can reduce the computation
complexity at the training stage and, in a parallel
manner, to improve the classification accuracy.

Selection of the Training Samples. This algorithm
aimed at seeking the correlation degree between each
training sample and the testing sample by clustering.
The correlation factor that describes the correlation
degree to the loss function of the SVM’s is then
provided to combine the classifier with the practical
issue and make it different from the classifier that
fits all of the common classification problems.
The algorithm specifically improves the evaluation
accuracy.

The standard expression of the SVM is

1 . C ny n_
min—||w]|* + —(Z 5 +Z g )
w2 N Licfy=+1} iefy=—1}

st yi(wix)=1— and e>i=12, ...n (1),
where C is the misclassification cost, and ... is the
slack variable for the sample....
The SVM’s loss function can be expressed as
. C
loss function = = (2).

The improved algorithm’s loss function expression
is the following:

loss function =§ (v hi,5) (3),
where n is the number of training samples, and v, de-
fines the similarity between sample i and the testing
sample for classification, to solve the sample differ-
ences problem.

Each group of the data centre section of 10 sec is
truncated, and K = 2 is set to divide all samples into
two categories based on the k-means clustering algo-
rithm, and v, = 1 is set when the training sample be-
longs to the same category as the testing one. Other-
wise, a weak correlation is considered to exist between
the training and testing samples, and v, = 0 is set.

The leave-one-out method is used for classification
evaluation.

Classification Weight. An imbalance occurs
between the almost equal original positive and negative
samples are used after making selection to the training
samples with the improved SVM algorithm. This
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Fig. 1. Flow chart of an improved SVM algorithm.

P u c. 1. biok-cxema BJOCKOHAJIEHOTO alropurMy SVM.

imbalance leads to the error sum of the positive class
smaller than that of the negative class. An example of
this imbalance is when the amount of positive samples
is significantly smaller than that of negative samples.
Thus, a larger penalty weight exists with respect to the
negative class, causing the separation plane to move
toward the positive class.

The weights of the positive are set to o ,and
negative samples are set to & _, to solve the data
imbalance problem. This problem is addressed by
changing the classified weight in the loss function.
The loss function of the improved SVM is expressed
as
M

I i o z - =
loss function = W iepp=41) 04 B +EJE;:,.:_1}':’+'

.
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Let {(¥.%]}L, be the training set, where X,
represents the feature vector of the sample i, and y, is
the class label, where y. = {~1, 1}. Let the class priors
of this set be

_#y=1

L =

n
= Y andP. =
n

n

Two ways have been tried to improve the classified

P_
weight. One way is to set I then, the

- +
probabilities that the classifier groups divide the
samples into positive and negative classes tend to be
similar to each other.
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The other way is to optimise the weights.

The error sums of the positive and negative classes
are better to be equal to the balance of positive and
negative errors [11], as follows:

EyizlaiEL‘ = Eyiz—lai (5)

The from the formula is uncertain; thus,
determining the exact relationship between 6, and &
is difficult. However, an approximation relationship
can be obtained by assuming that the mathematical
expectations of the positive and negative class errors
are the same:

N, 82=N & (6),
where N, is the number of positive samples, and N_is
the number of negative samples; & is set to be 1 for
calculation convenience; thus, §, tends to be \,-"m.
A more compromise way adopted is to avoid an over
adjustment. Optimisation for 5, is made between 1 and
JN_ /N, by consulting an SVM (¢, g) optimisation
approach, which is a method to optimize the SVM
parameters.

Experiment Design. Subjects. The selected subjects
were 16 students (8 men and 8§ women), students and
postgraduate students of the Yanshan University. All of
the subjects were healthy and right-handed. The EMG
signals under conditions of stress stimulation were
collected using the method described below.

Questionnaire. Before data collection, the subjects
were asked to fill in a questionnaire, to evaluate
their recent psychological states. Distributing of the
questionnaires is a convenient method for identification
of the one’s real situation and evaluation of the effect
of the experiment. If the recent physiological state
was out of the requirements, we should change the
volunteer. The subjects were also asked to fill another
questionnaire PSTRI (Psychosomatic Tension/related
Inventory) after the data collection, to evaluate
their present psychological state and, therefore, to
test whether the experiment raised the stress level
of the subjects. The results of application of these
questionnaires were treated as references to the stress
level. The questionnaires were used for data analysis.

Data collection. An MP150 multi-channel
physiological recorder (Biopac Company,
was used to record surface EMG (sEMG) signals from
the subjects (Fig. 2). The experiment was conducted
within four consecutive days.
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Fig. 2. EMG measurements with an MP150 multi-channel physio-
logical recorder.

P u c. 2. BumiproBaHHS eJIeKTpOMiOrpaMm i3 BUKOPHCTaHHIM 0araTo-
KaHaJIBHOTO peecTparopa ¢izionoriuaux ganux MP150.

Day 1. Studies showed that office noises even of
a low intensity cause emotional stress to the workers
[12, 13]. To obtain a better effect of stimulation, five
of the top 10 intranquil voices from a survey result
(Prof. T. Cox, Salford University, Great Britain) were
chosen to be the experimental environment of stress
stimulation. The subjects were asked to remember
a large group of numbers within a limited time and
against a noisy background. The stimulation mode is
shown in Table 1.

T able 1. Experimental process of number memorisation

Taoauusal. EkcnepuMeHTanbHuil mpouec
3anam’siTOBYBaHHSI YHCe]T

Stimulus Duration  Function

Light music + 2 min Place subjects in a state

scenery pictures of relaxation

Slide (first time) 50 sec Place subjects in a state
of stress

Slide(second time) 35 sec Place subjects in a state
of stress

Slide(third time) 15 sec Place subjects in a state
of stress

Light music + 1 min Place subjects in a state

scenery pictures of relaxation

Day 2. College students were facing a growing
pressure of employment with the growing numbers
of undergraduates and the increasingly fierce social
competition. A video describing the employment
outlook of university students was used as the stimulus
to arouse potential stress among the participants. The
process is presented in detail in Table 2.
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T able 2. Experimental process of video stimulation

T a6uuunsa2. EkcnepuMeHTANIBHHI IpoLec BiieocTHMYIALIT

Video material Duration Function

Light music + 2 min Place subjects in a state of
scenery pictures relaxation

Employment 15 min Place subjects in a state of
outlook video stress

Light music + 1 min Place subjects in a state of

scenery pictures relaxation

Day 3. A word memorisation task was conducted as
the experiment. Participants were asked to remember
a group of relatively difficult English words within
a 3-min-long interval. The sound of a stopwatch was
played within the last minute, to give the participants a
sense of urgency. At the same time, all the words were
designed in negative meanings, to produce a certain
psychological hint and place the subjects in a negative
emotional state, producing an environment conducive
to stress [14]. The detailed processes are shown in
Table 3.

T a b le 3. Experimental process of word memorisation

T a6 .auusa 3. EkcnepumenTaibHuii npouec
3anam’siTOBYBaHHS CJIiB

Stimulus Duration Function

Light music + 2 min Place subjects in a state of
scenery pictures relaxation

Word 3 min Place subjects in a state of
memorisation stress

Light music + 1 min Place subjects in a state of

scenery pictures relaxation

T abled4. Truncated 20-sec data

T a0 auusa4. Ckopoueni 20-cekyHani qani

Day 4. Adopting the stress stimulation method
applied in the Augsburg University (Germany), we
used the traditional game Tetris as the stress source.
The game difficulty (falling speed of the blocks) was
increased during the experiment to arouse higher stress
among the subjects. The participants were given only 5
min to relax before the game. The data of the subjects
under the highest speed were collected to determine
the stress level.

RESULTS

Data Pre-Processing. One hundred forty-four groups
of the data, including 72 groups of the stress data
and 72 groups of the non-stress data, were obtained
after the processing. Finally, the data were saved and
labelled.

Surface EMG is characterized by weak signals,
strong noises within a low-frequency range, and strong
randomicity due of the influence of numerous factors.
Thus, the first step was to denoise the collected sig-
nals. The db9 wavelet was used to conduct wavelet de-
composition of the noisy sEMG. Finally, 28 statistical
characteristics were obtained by making feature ex-
traction from the noise-cancelled sSEMG signal.

Stress Evaluation. The improved algorithm
showed a better classification performance, compared
with the ordinary (c, g) optimisation SVM and (c, g)
optimisation using the genetic algorithm SVM [15].

The 10-sec-long data were intercepted to determine
the effect of the data length on the classification
accuracy. Specific results are reported in Tables 4
and 5.

Algorithm Accuracy of the training sets ~ Accuracy of the testing sets Time
Optimised (c, g) by grid search 97.29% 70.34% 895.3 sec
SVM bas§d on genetic algorithm 98.27% 68.28% 2026.5
optimisation sec
Improved SVM by screening training samples 98.09% 77.93% 569.3 sec
Improved SVM by screening training samples and 98.03% 79.31% 5413 sec

searching the SVM weight
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TableS5. Truncated 10-sec data

Tao6uauunas. Ckopoueni 10-cexkynani qani

Algorithm Accuracy of the training sets  Accuracy of the testing sets Time
Optimised (c, g) by grid search 99.76% 73.79% 702.4 sec
SVM based on genetic algorithm 99.12% 77.93% 1973.1 sec
optimisation

Improved SVM by screening training samples 98.65% 79.31% 545.2 sec
Improved SVM by screening training samples 98.92% 81.38% 540.2 sec

and searching the SVM weight

DISCUSSION

Experimental results showed that this program can
arouse the subjects’ stress state to a certain degree.
Changes in the stress state were reflected in sSEMG
signals. Different stressors were selected to stimulate
the participants within four consecutive days. Thus,
the ‘“adaptability” problem was avoided, and the
feasibility of the laboratory-induced stress project
was improved. Subsequently, the collected data can be
used to evaluate and analyse the stress state.
According to the research findings in [7], the
SVM model was optimised directly at the individual
difference problem. The testing samples included the
skin conductance data of all subjects in one day or the
skin conductance data of one subject for four days.
The rest of the samples were included in the training
set for the prediction. The imbalance between samples
was amended by making S, =P/ and S = P/, where
and are the corresponding weights of the two groups
of samples, and are the class priors of the different
samples. This algorithm joined the information of the
testing set into the building of SVM model whereas
it is impossible to know the proportion of stressful/
non-stressful events for the subjects in the actual
stress evaluation work. Obviously, this approach has
a limitation because the values of and are unknown.
For this limitation, two approaches were proposed
to modify the class weights that only relied on the
known sample information rather than introduce the
testing set details. The classification model based
on this theory was built. This model can be used for
stress evaluation in the real environment. In addition,
only one sample was selected for the test each time,
and the samples associated with it were selected for
training. The cycle was repeated until every sample
was assessed as the testing set. That is a classification
model for each sample that conformed to its own
characteristics was built for each cycle. Using the
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real leave-one-out method to validate the theoretical
results was more aligned with the research purposes.

The SVM optimisation based on the genetic
algorithm had the highest training accuracy but the
lowest testing accuracy, which indicated that the
classifier came from an overfitting problem.

The classification time showed that the SVM
optimisation based on the genetic algorithm expended
the amount of time and memory overhead. The SVM
optimisation based on normal (c, g) searching required
a long training time. By contrast, the improved
algorithm greatly reduced the computation complexity
in the training stage and, therefore, shortened the
classifier’s training time. This advantage is even more
significant when the training sample size is large.

Comparative analysis showed that selection of the
improved algorithm for the training samples avoided
the interference of the redundant information and
reduced the classifier’s computation complexity in
the training phase, thereby improving the overall
classification accuracy, while decreasing the training
time. The classified accuracy was generally improved
when the truncated data length was equal to 10 sec.

Our study aimed to solve the stress evaluation
problem using SEMG as the study object. The stress-
inducing stimulation, analysis, and evaluation system
with the problem of individual differences were
established. This study proposed an improved SVM
classification assessment algorithm by classifying after
clustering, to solve the individual difference problem
during evaluation of stress/non-stress reactions
automatically and giving the clustering results to SVM
loss function, to improve the quality of classification
evaluation.

Experimental results showed that the accuracy of
stress evaluation classification based on SVM was
68%, which was noticeably lower than the accuracy
of the improved algorithm (79%). Thus, the improved
algorithm showed higher classification accuracy
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for stress evaluation with individual differences.
The improved algorithm could decrease the stress
evaluation time by selecting training samples. The
classification time was decreased from 2026.5 to
541.3 sec after the improvement. The improved
SVM algorithm can address the effects of individual
differences during the stress state assessment.
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JI. Kcin'?3, 9. 3emao’?, JK. FOunen'?, Ke. Jociani'?,
B. llyixai®, 3. Anuocyn®

OLIHKA CTPECOBOTI'O CTAHY 3A JOIIOMOI'OIO
IMOKPAIIIEHOI'O METOAY OITOPHUX BEKTOPIB

' THCTUTYT GIOMEMYHOI0 IHKEHIPIHTY YHIBEPCUTETY
SAnmans, Huasxyannao (Kurait).

2KuirovoBa abopartopist TEXHOJIOTi BUMIpIOBaHb Ta
iHcTpyMeHTiB npoBinnii Xebel, L{unpxyannao (Kuraif).
3Konemk HayK mpo )KUTTA Ta 6ioiHkeHipiHry ITekiHCbKOTO
TexHoJIoTiuHOro0 yHiBepcuTeTy (Kurait).

Peswwme

EdexTuBHI MeTOAM BU3HAYEHHS CTYNEHS NCHXOJIOTIYHOTO
THCKY MOXYTb 3a0€31e4yBaTH BHABJICHHS Ta OL[IHKY CTPECOBHUX
CTaHIB y peajJbHOMY 4aci, NPUMYIIYIOUHU JIOACH NMPUIINATH
HeoOXigHy yBary ix 340poB’10. MeTO0 HAIIOro JOCIiIKEHHS
OyJIO OLIHUTH CTaH CTPECy 3 BUKOPHCTAHHSAM IOKPAI[EHOTO
MeTOoy omopHUX BekTopiB (SVM), Oasyrounch Ha BiJBeAeH-
Hi MOBEepXHEBUX ejekTpomiorpam. Ilicist Toro, sik 3pa3ku ja-
HUX OyJIM KiacTepu30BaHi, pe3yJbTaTh nepeaaBanucs 10 QyHK-
uii posainienas SVM st Toro, mob npeacTaBUTH TPeHYBalIbHI
3pasku. Ilicis BcTaHOBIEHHS AucOantaHcy MiXk TPEHYBaIbHUMHU
3pa3kaMu Micisi CKpUHiHTa 17151 QYHKIIT pO3AideHHs HaJaBaBCs
napameTp Bard JUisd 3MEHIICHHS TeHJCHIIHHOCTI IPOTHO3YBaHHS
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kinacudikatopa 1, TaKUM YHHOM, 3MCHIICHHS MOXHOKH
TPEHYBAJIBHOIO 3pa3Ka i BIIMBY He30alaHCOBaHHUX 3paskiB. Lle
MOKPAILyBaJlo aJrOPUTM, MiJBHUIYBaI0 TOYHICTh Kiacudikamii
Bix 73.79 no 81.38 % Ta 3smenmyBano yac o0poOku Bix 1973.1
no 540.2 c. Pe3ynpraT €eKCIEPUMEHTIB MOKa3alu, O JaHUH
AJITOPUTM MOJXKE JOMOMOITH €()EKTHMBHO YHUKHYTH BIJIUBY
IHAMBiAyalbHUX BIAMIHHOCTEH Ha OLIHIOBAHHS CTpECy Ta
3MEHIIUTHU CKJIAJHICTh KOMII IOTEPHUX PO3PAXYHKIB y mepediry
TpeHyBaJbHOI (a3u AisabHOCTI Kiacudikaropa.
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