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De Haas-van Alphen effect and superconductivity
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The problem of the robust de Haas-van Alphen oscillations seen experimentally in mixed supercon-
ducting state is discussed. The new threshold mechanism is suggested to explain persistence of the

quantum oscillations deep in the superconducting state.

PACS: 74.20.Fg, 72.15.Gd, 74.60.—w

I am very glad to be able to provide a paper for
the issue dedicated to the memory of Professor
B. I. Verkin. His own contributions and his efforts
to promote condensed matter research in Kharkov
to new highs were, indeed, impressive and success-
ful. Currently, the Institute for Physics and Tech-
nology at Low Temperatures (FTINT) which he had
helped to organize from scratch enjoys a reputation
of one of the main scientific centers in the field.

The Kharkov School is famous for its pioneering
studies of normal metals’ properties by various
means and tools. Thus, among others, observations
of quantum oscillations are the most direct assess-
ment of electronic spectra in metals via the famous
Lifshitz-Kosevich formula for the de Haas-van Al-
phen (dHvA) effect. Fermi surfaces (FS) of count-
less metals and intermetallic compounds have been
determined and classified with the use of this
method during the last flew decades.

It is worthwhile to emphasize that the very
concept of FS is at the core of the Landau Fermi-
liquid (FL) theory. With the remarkable recent
progress in synthesis of new materials, many of
which reveal unexpected peculiarities in their physi-
cal properties, the question arose whether the Lan-
dau FL theory remains applicable in spite of the
observed complications, or electron-electron inter-
actions, being strong enough, may breach the FIL-
theory. Studies of the dHvA effect would provide
the most direct test of the FL-assertions.

Below we address the issue of existence of the
dHvA oscillations in the superconducting state.
Whatever is the mechanism of interactions causing
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superconductivity, the latter may usually be well
understood in terms of the BCS microscopic theory.
The truth is that it is far from being clear whether
the BCS scheme remains applicable, say, in cu-
prates, heavy fermions (HF), or borocarbides, to
mention a few. However, the BCS theory is based
upon the FL concept. If the dHvA-effect in super-
conducting state in these materials (see below)
could be described in frameworks of the BCS
scheme, it would become an indirect proof of FL for
these substances.

The dHVA effect in normal metals is nothing but
the WKB phenomena. An electron possessing large
momentum, p Oa !, its levels in magnetic field
are equidistant near the chemical potential,
(u = E,., the Fermi energy):

g
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where w_, the cyclotron frequency, is the charac-
teristic of an effective electron mass in case of some
arbitrary FS. A minor variation in the field, B, such
that AB/B Uw, /E, << 1, may push a level across
the chemical potential causing abrupt change in
levels’ occupation numbers and, hence, the step-like
change in magnetization. (For simplicity we con-
sider a two-dimensional (2D) case where this
mechanism becomes most transparent). In the qua-
siclassical approximation an electron performs a
closed-orbit motion (circular orbits, in an isotropic
model), which may be equally well described as the
Larmor motion in real space, or as the electron
motion in the momentum representation along a



closed orbit encircling a FS. Equation (1) is then
nothing but the result of quantization in accordance
with the Bohr correspondence principle.

The dHvA effect in superconducting state is
observed in the second-type superconductors when
the magnetic field is gradually decreased below the
upper critical field, H, . At B < H_, , the mixed
state superconductivity [1] sets in. The magnetic
field in the sample remains practically homogene-
ous, B = B, while the superconducting order pa-
rameter periodically varies in space. At B << H ,
the gap structure corresponds to a lattice of vortices
(intervortex distance, d, being larger than &, » the
coherence length which defines the vortex core size)
separated by the «bulks» where the amplitude of the
gap is saturated to a constant, AV

A(r, p) = Ag(p) exp {ip(r)} (2)

[Ag(p) depends on B, although in order of magni-
tude it is close to the value of the gap in the absence
of field].

A challenge, and a theoretical puzzle, is that the
dHvA effect is observed in the well-developed su-
perconducting state, down to B [10.2H , . This fact
apparently contradicts our intuitive notion of the
dHvA effect resulting from the mechanism of cross-
ing the chemical potential by an energy level.
Indeed, although vortex cores produce some low
energy excitation, these are known to be localized
inside the core. The «bulks of the superconductor,
at distances » [d >> & from the core is fully
«gapped», according to Eq. (2). The chemical po-
tential being positioned in the middle of the gap,
levels on the two branches of superconducting exci-
tations (even in the presence of the field, B) would
never cross the chemical potential, in particular,
because

w <<AT. . (3)

Equation (3) is a strong inequality, as follows from
the microscopic theory, and may be rewritten in the
form

B
HC2 (pF EO)

Therefore it is commonly accepted that well below
H , an effective «Dingle» temperature

<<1. (4)

T90A (5)

would result in the fast decay of the dHvA signal.
Experiments [2—4] strongly contradict the above
arguments.
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The field range B [J0.2H, which has been
reached experimentally in [3,4] presents consider-
able difficulties for a theoretical analysis because
the vortex lines are not yet well defined (d 2 &).
However, it is natural to wonder about whether a
specific and new mechanism lies behind the ob-
served phenomenon of slow decay of the dHvA
effect below H o and whether such a mechanism
may be consistent with the microscopic theory.
In [5-7] we have chosen to address the issue in the
limit of:

B<<H62; 6L >> d >> Eo (6)

to search for a new mechanism which may provide
not so severe limitations on the dHvA amplitude, as
is given by Eq. (5). Such mechanism does exist,
indeed, and is explained below in some simple
physical terms. A rigorous proof and the mathemati-
cal details can be found in [5-7].

At first, it is worth our while to discuss briefly a
tempting guess that the persistence of the dHvA
effect below H_, may be caused by an unconven-
tional symmetry of the superconducting order pa-
rameter. Once we consider a 2D case (a cylindrical
FS), a natural suggestion is a «d-wave» pairing
often assumed to be the ground state in high T
cuprates. In this model the gap disappears at the
four points on the Fermi surface where the electron-
like and the hole-like branches for excitations
merge. It turned out [5], however, that although a
level always exists in the presence of the magnetic
field in the very vicinity of the chemical potential,
its position is fixed. It is not changed by variations
of the magnetic field. In other words, although the
gapless «d-wave» superconductivity significantly
changes the structure of levels, when compared to
the «s-waves pairing, the mechanism of crossing the
chemical potential by a level at a variation of the
magnetic field is again excluded.

The true mechanism which causes the dHvA
oscillations in the superconducting state, at least in
the limit B << H,, Eq. (6), may be called the
«threshold» mechanism (see [6,7]). There are two
features in the superconducting energy spectrum
which are responsible for its origin: an anisotropy of
the superconducting order parameter, A(p), and the
Doppler shift of the excitation energy by supercur-
rents flowing in the periodic vortex lattice, v(r).
Consider them first in the absence of quantizing
effects of the magnetic field.

If the gap, A(p), depends on the position of p
along the Fermi surface, so that A, and A  are
its minimal and maximum values, correspondingly,
there are no excitations with the energy less than
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A .. . Excitations with an energy (p) > A . may
propagate freely to infinity in the real space. How-
ever, excitations with an energy such that
A <ep) <A, can perform an infinite motion
only if the momentum lies in the proper restricted
angular cone.

Recall that excitations have no definite charges
in the BCS-theory. Instead, there are two branches,
one <«electron-like> and one «hole-likes». The mean-
ing of these definitions is that the full electron
charge is restored only far enough from the Fermi
surface, while, say, the «electron-like» character of
an excitation gradually diminishes by degrees as its
energy tends to A_. .

An electron in the normal state placed in the
magnetic field performs the motion along a closed

orbit under the Lorentz force:

p=" [v(p) xBI. %)

Although Eq. (7) is not applicable for excita-
tions in a superconductor since the excitation’s
charge is not fixed, as explained above, it helps to
explain the origin of the «threshold» mechanism in
a qualitative way. In the absence of the magnetic
field excitations (the wave packets) move along
straight lines, the momentum being preserved. The
magnetic field bends the trajectories. While at
an energy A the excitation still can perform a
closed motion (along the large Larmor-like orbit,
R; Oovg /w, , in the real space, or along a trajec-
tory encircling the Fermi surface, in the momentum
space), this is not true for excitations with an
energy less than A . Changing the direction of
momentum the magnetic field brings it to the
boundary of the angular cone beyond which ex-
tended motion of the wave packet is impossible. The
«electron-like» character gets lost, and the excita-
tion being rejected back (in the direction along
FS), starts its motion as a «hole-like» particle. This
process repeats on the other side of the allowed
directions. Excitations with energies between A_.
and A will form «localized» states. Thus, there
exists the energy threshold, &, =4 . , which
separates the localized states and the <extendeds
states. For the latter an excitation behaves basically
in the same way as ordinary electrons (except, of
course, that their effective charge at € > ¢, is
reduced from the bare electron charge and depends
on energy). At the field variation the <«extended»
energy levels cross the threshold, becoming the
«localizeds ones.

The «thresholds effect caused by the anisotropy
of the order parameter only, would lead to a signifi-
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cant dHvVA effect even in the extreme case of
Eq. (6) [5]:

s 1,/2 0N
Mosc |]((Joc / A) Mosc ’ (8)
However, so far we have been neglecting the contri-
bution from the Doppler effect. The Doppler shift
in energy of excitations

&(p) — E(p) = £(p) + p Dv,(r) (9)

is due to the presence of the periodic supercurrents
which flow even in the <bulks, i.e., away from the
vortex cores. The second term in (9) is smaller than
the scale of the gap, A . A . Its role is two-
fold. On the one side, the mechanism (9) may itself
be the source of a threshold between «localizeds»
and «extended» states. Indeed, consider a Larmor
trajectory. Its radius, R; vy /. , is much larger
than d, the vortex lattice periodicity. Therefore, the
quasiclassical packet may be thought in the first
approximation as moving locally along a straight
line, with some p. Along that line v(r) varies but is
limited in its value. Therefore, at E <A .+
+|p Dv(r)| .. » an excitation is bound again. Such a
threshold effect exists even if the isotropic gap were
chosen [7].

Unfortunately, the mechanism (9) also plays a
destructive role on the dHvVA effect. To understand
this, recall that the gap anisotropy had led to the
threshold position exactly at e =4 . . The term
p Ov(r), although being small itself in the range of
fields given by Eq. (6), significantly smears out the
sharpness of this threshold due to spatial distribu-
tion of the superfluid velocity, v (r). As a result, the
amplitude of the dHvA effect given by Eq. (8),
suffers a sharp decrease, becoming again exponen-
tially small. However, the value of an effective
Dingle temperature turns out to be considerably
reduced compared to Eq. (5):

To OAE, /d) <<A . (10)

Using other language [5-7], the destructive effect
of the Doppler shift may be interpreted as due to
scattering of an electron moving along the Larmor
orbit by the flux lines of the vortex lattice.

Thus, it is shown that, at least in the regime of
Eq. (6), there exists a specific new mechanism of
the dHvA oscillations in the developed supercon-
ducting mixed state that consists of crossing the
threshold energy by levels of excitations in the
magnetic field, while in the normal phase the oscil-
lations originate from crossing the chemical poten-
tial. The regime of the magnetic field where
B < H,, is more difficult for theoretical analysis.
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