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EHEPI'ETHULI

The work covers non-traditional methods of forecasting, in particular, methods using artificial neural
networks. The article considers such vital moments as: neural network configuration, normalization of input
data, also random factors which have influence on the accuracy of load forecasts, are taken into account.
Comparative characteristics of effectiveness of artificial neural networks and artificial neural networks with
fuzzy logic are given.
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B po6oTi po3risiHyTO HETpamuWIliiiHi METOIU MPOTHO3YBAaHHS, a caMe METOIH, IO BHKOPHCTOBYIOTh
mTyYHi HepoHHI Mepexi. [IpoaHanmizoBaHO Taki KIFOUYOBI MOMEHTH, SIK: BHOIp KOH]iryparmii HeWpoHHOI
Mepexi, HOpMyBaHHSI BXiJTHUX JIaHUX, @ TAKOX J0 YBaru B3STO BUIAJKOBI ()aKTOpH, SIKi MArOTh BIUIMB Ha
TOYHICTh MPOTHO3yBaHHsS HaBaHTa)KeHHs. HaBeJeHO MOPIBHSIIbHY XapaKTepUCTUKY e(peKTUBHOCTI poOOTH
3BHYAaHUX HEHPOMEPEIKEBUX MOJIENIEH Ta MEPEXK 3 HEUITKOIO JIOTIKOIO.

KoarouoBi cjioBa: mity4Hi HEHPOHHI MepeXi, €HEepris, HEUiTKa JIOTiKa, KOPOTKOCTPOKOBE IPOTHO3YBAHHSL

Introduction

Energy market is at the core of the world economy and politics. That is why the
accuracy of forecasts in this area is vital. However, there is another interesting property of
energy market prediction: on the one hand all the forecasts are widely presented,
duplicated, promoted and advertised, on the other - all of their methodical parts are
carefully hidden from the general public, including the scientific community.

There are different methods of extrapolation: index method, exponential smoothing
method, regression models and others. However, the main defect of these methods is that
they do not take the feedback into account. Therefore, in this article 1 want to consider
models that take the mutual relations between many variables into account, namely
artificial neural network (ANN).

The history and structure of ANN is featured in many publications, so I do not see
any reason to repeat, even in general terms. | offer to figure out details of the application of
ANN to solve the problem of short-term forecasting in energy sector. Interesting results on
the application of neural network in the energy were obtained in these works [1-3].

Short-term load forecasting plays a key role in providing cost-effective and safe
operation of the power system. Most energy companies to the fullest degree rely upon the
operator's experience in solving problem of forecasting the load with interval of
anticipation from one hour to several days. Therefore, ANN, which does not require human
experience and studies on data of energy consumption, is determined. All well-known
development are based on neural networks perceptron’s type.

During the study, of course we will have to get answers to the following fundamental questions:
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~ what variables must be submitted to the input of an artificial neural network;
how many neurons in the hidden layer are able to provide the required accuracy of
the predictor;
shall we seek from one universal network high-precision prediction of power
consumption for all modes of operation of the power system or the task must be
divided between multiple networks;

~ How much data (and over which period of time) isrequired to train the neural network

It is known that neural networks are successfully used to solve optimization
problems [4-6].

Let’s consider two models of daily load forecasting to identify the characteristics of
each, and the prospects for their further use. As shown in [7] the first model uses regular
artificial neural networks, the second - combines ANN with the elements of fuzzy logic [8-10].

Daily load forecasting model using ANN

The developed ANN configuration for the daily load forecasting is shown in Figure
1. It is a three-layer perceptron with weights connection w;; and wy; (i=1,2,..,48;] =
1, 2,... ,5; k=1, 2, ... ,24) between neurons corresponds to the input, hidden and output
layers. In the input layer of neuron network there are 48 neurons (the number of input
variables) in the hidden layer - 5 (determined experimentally), in output layer - 24
(corresponding to the number of hours in a day). The input variables are hourly load values
P (i=1, ..., 48) for days prior to the predicated (24 values), and for the day a week ago
(24 values). For network training we used back propagation algorithm. When training the
network properly takes working days, weekends and holidays into account. For work days,
we only use hourly power load measurements from other days as inputs. For Monday as
the load values are taken variables for the last Friday, because it is its previous working day.

Input layer i Hidden layer j Output layerk

Fig.1. ANN structure for daily load
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Daily load forecasting model using ANN with the elements of fuzzy logic

Developed configuration of a network with fuzzy logic for the daily load forecasting
Is presented in Figure 2. The network consists of three layers: input, hidden (layer with
rules IF - THEN) and output layer. Neurons in the form of circles represent one node, and
neurons in the form of squares contain more nodes. The input variables are the hourly load
values F; (i = 1, .., 48) days prior to the predicted (24 values), and for the day a week ago
(24 values). The input layer is normalized.

(IF)

= m
P Qa’{‘&‘ T S Vi
’ - ‘2‘\ (Then),, 2
N '

Layer i Layer j Layer k

(Layer of rules)

Fig.2. ANN with the elements of fuzzy logic structure for daily load forecasting

Each pair of neurons in the hidden layer is a fuzzy rule. Having chosen the following
form of rules, so that fuzzy sets are only included in the introductory part of the rules:

IV:IFx, = A, x, = A}, ..,x; = AL,THEN ¥, = C),x, + -~ + Cpx; (1.1)

where I - j-th rule; x; - the input variables; y’,;- the value of the k-th output, calculated

from the j-th rule; A{ - logical terms, characterized by features pt;; accessories.
The sub layer "IF" the value of the function is calculated for each input variable

using the formula:
. n2
i 1 f=y—=x
I = exp [—;( .:.{1) l (1.2)

The resulting value of the function for each rule is defined as:
W=min(y))  (13)

Neuron j in the sub layer "THEN" is a two-layer neural network with weights E‘fk
coefficients of equation (1.1), and Cgk- shift factor. Output neuron j in this sub layer is:

Vi = Chpxy + 4 Cypx (1.4)
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In the output layer, based on the results obtained by the rule layer, we form a clear
output as a weighted average:

_
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Fig.3. Graph of actual load and prediction received from ANN and ANN with fuzzy logic

One prediction result is presented in Figure 3. As you can see from the figure, the
load curve obtained by the ANN model with fuzzy logic is closer to the actual load
schedule than the graphic of load forecast the ANN model.

Comparison of daily load prediction with ANN and ANN with the elements of fuzzy logic:

Day ANN ANN with fuzzy logic
of the
week Mean error (%) MSE* (%) Mean error MSE* (%)
(%)
Su. 3.43 4.49 2.92 3.23
Mo. 1.3 1.58 1.19 141
Tu. 1.86 2.27 1.33 1.69
We. 1.89 2.16 1.15 1.45
Th. 1.77 2.19 1.67 2.11
Fr. 1.61 1.88 2.12 2.63
Sa. 1.56 1.91 1.81 2.17
*MSE — mean square error
Conclusion

High electricity market requirements for quality of predictive calculations (accuracy,
reliability, speed, etc.) ensure the reliability of power systems and force to look for new
approaches to forecast loads that would allow to take into account the current level of
information supply.

Avrtificial neural networks perform as a universal tool to solve of problems of
modeling and control. The development of this direction will open true opportunities for
the new, more sophisticated approaches and will allow consumers to make energy supply
more high-quality and cost-effective.
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PE3IOME

J.B. JIazapeHnko

BukopucTaHHA IITYYHUX HEHPOHHUX MepPeK B eHepreTHii

JlaHa cTaTT NpHUCBSYEHA BHUBYEHHIO HEHPOMEPEXKEBUX METOMIB KOPOTKOCTPOKOBOIO
IPOTHO3YBAHHS HABAaHTA)KEHb B EHEPreTMYHMX CHUCTEMAaX. Y3arajbHEHO IOCBIJ aBTOPIB B
00J1aCTi €JIEKTPUYHUX HABAHTAKEHb EJICKTPOEHEPreTHYHUX cucTeM. B poOoTi po3risiHyTO
HETpaMLIHHI METOJIU IIPOTHO3YBaHHsI,  CaMe METOIM, 11I0 BUKOPUCTOBYIOTH IITY4HI HEHPOHHI
Mmepexi. [lepeBara Takux Mojeneld OOyMOBIICHA THM, IIO JaHI MOJENI MalOTh BHCOKY
IIBUJIKOIO Ta CTIMKICTh J0 IIyMYy, @ TaKOX Te, IO Mpale3aTHICTh HE BTPAYa€eThCs HaBITh 3a
HETIOBHOTH BXiJHOI 1HpopMarii. Cepen Mojesnell HalOUIbIINI 1HTEpeC MPEACTaBIse MOJIENb 3
HEYITKOIO JIOTIKOIO, SIKa BBAKAETHCS OHIEIO 3 HAMTOCKOHAIIINX Ta MEPCTIEKTUBHUX.

[Ticns aHamizy iCHYIOUMX IiJIXOJIB, OCHOBHA YyBara IpUAUIETbCS HEHPOMEKEBUM
MOZENSAM, IO JO3BOJSIIOTh BUKOHYBATH KOPOTKOCTPOKOBE IPOTHO3YBAaHHS HABAHTAXKEHb B
€HepreTuuHuX cucremax. KopoTKOCTpOKOBE MPOrHO3YBaHHS €IEKTPUYHOIO HABAHTAKEHHS €
OCHOBHOIO iH(OpMAali€l0 Uil TNPUMHATTS pilleHb B TPOIECl IUIAaHYBAaHHS PEXHUMIB
EHEpPreTMYHUX cucreM. ToMy B KOMIUIEKCI 3a/1ad, sIKI BHPILIYIOTbCS JUISL YIPaBIIHHS
€HepreTHYHUMH CUCTEMaMHU, KOPOTKOCTPOKOBE IMPOTHO3YBAHHS MOC1/IA€ KIIFOUOBE MICIIE.

B crarTi po3risiHyTO Taki KIIF0YOBI MOMEHTH, SK: BUOIp KOH(DIrypallli HepoHHOI Mepexi,
HOPMYBaHH$ BX1IHUX JJaHUX, & TAKOX JI0 YBark B3ATO BUIIAJIKOBI (PAKTOPH, SIKI MAIOTh BILUIUB Ha
TOYHICTb ~NPOTHO3YBAaHHS HaBaHT@KeHHs. HaBeleHO TMOPIBHSIBHY — XapaKTEPUCTHKY
e(eKTUBHOCTI pOOOTH 3BHUYAHNX HEMPOMEPEKEBUX MOJIENICH Ta MEPEXK 3 HEUITKOIO JIOTIKOH0. 3
4Oro MokHa OauuTH, 10 HEHpOMEpeXeBl MOZIENI MIPOTHO3YBAHHS €JIEKTPUYHUX HABAHTAKEHb,
HOpSJT 3 IHIIMMMU NTepeBaramMu, 1at0Th 1€ JOCUTb MPUHHATHY TOYHICTh IPOTHO3Y.

Temaruka naHoi poOOTH € JOCUTh AaKTYaJbHOI, /DK€ TOYHICTh IPOTHO3Y 10
HABAaHTAXEHHSAX MOXKE MAaTW BHUpIlIaJbHE 3HAUEHHS Ha KMBYYICTh €HEPreTUYHOI CHCTEMM Ta
€KOHOMIUHY JTOLUUTBHICTH 11 eKCIUTyaTallii. Bucoki BUMOTH pUHKY €JIeKTpOeHeprii 10 OKa3HUKIB
SIKOCTI MPOTHO3YBaHHS (TOUHICTh, JOCTOBIPHICTh, IIBYAKO/LS 1 T.I1.), 3a0€3Me4UyI0Th HA/IIHBCTD
€HEpProCHCTEM Ta CIIOHYKAIOTh JI0 IMOLTYKY HOBHUX ITIJIXOIiB TPOTHO3YBaHHSI.
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