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Abstract. In the paper we consider a new algorithm to solving linear

ill-posed problem with operators of finite smoothness. The algorithm

uses one semiiterative method for the regularization of original problem

in combination with an adaptive strategy of discretization. For the ope-

rators the algorithm achieves the optimal order of accuracy. Moreover,

it is more economic in the sense of amount of used discrete information

compare with standard methods.
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1. Introduction

In a Hilbert space X with inner product (·, ·) and generated by it
norm ‖x‖ =

√

(x, x) consider an operator equation of the first kind

Ax = f. (1.1)

Assume that A is a linear and compact operator with Range(A) 6=
Range(A). We will construct a finite-dimensional approximations to nor-
mal solution of (1.1), i.e. to solution with minimal norm in X that
satisfies the Holder-type source condition

x† ∈Mµ,ρ(A) = {u : u = |A|µv, ‖v‖ ≤ ρ}, ρ ≥ 1, 0 < µ ≤ 1, (1.2)

where |A| = (A∗A)1/2, A∗ is adjoint to A and parameter µ is supposed
to be unknown.
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It is very often instead of exact right-hand side in (1.1) we know
only some its perturbation fδ: ‖f − fδ‖ ≤ δ. Then the best accuracy of
recovering the minimal-norm solutions of (1.1) that fill up the set Mν,ρ(A)
can be lower estimated by ρ1/(µ+1)δµ/(µ+1) (see, for example, [14, p. 14]).

Following [9] we introduce into consideration class Hr, r = 1, 2, . . .,
of compact linear operators A, ‖A‖ ≤ 1, such that for any m = 1, 2, . . .
following conditions

‖ (I − Pm)A ‖≤ m−r, ‖ A(I − Pm) ‖≤ m−r

hold, where Pm is ortoprojector on linear span of first m elements of
some orthonormal basis E = {ei}∞i=1 in space X. As the example of (1.1)
with operator A ∈ Hr in space X = L2(0, 1) one can consider Fredholm
integral equation of the first kind

Ax(t) ≡
1

∫

0

k(t, τ)x(τ) dτ = f(t),

where max0≤t,τ≤1 |k(t, τ)| ≤ 1, operators A and A∗ act from L2(0, 1) to
Sobolev space W r

2 [0, 1] and as a basis E can be chosen, for example,
orthonormal in [0, 1] system of Legendre polynomials or (if r = 1) the
orthonormal system of Haar functions. It is clearly that the class Hr

includes Fredholm integral operator with the kernels from Sobolev class
of smoothness.

To solve (1.1) we will consider projection methods which use Galerkin
information as the discrete information about (1.1). Recall that by
Galerkin information about equation (1.1) one usually mean a set of the
inner products

(Aej , ei), (fδ, ei), (1.3)

where the indexes (i, j) are selected from some bounded domain Ω of
coordinate plane.

It possible to characterize economic properties of the corresponding
projection method by the volume of inner products (1.3) required to
construct approximate solution of (1.1).

In the first time the problem of construction of economic projection
methods for solving (1.1) with operators from Hr and solutions x† ∈
Mν,ρ(A) was investigated in [9] in the framework of traditional Galerkin
discretization scheme with Ω = [1,m] × [1, n]. It is follows from [9] that
to guarantee the optimal order of accuracy we need to choose n ≍ m ≍
O(δ−1/r), i.e. to compute at least O(δ−2/r) inner products (1.3).

Our aim is to construct an algorithm for solving (1.1) which uses
adaptive choice of discretization level for some modified Galerkin scheme.
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The algorithm on the same classes of equations will guarantes the optimal
order of accuracy for solutions x† (1.2) and is be more economic in the
sense of using Galerkin information compare with methods considered
in [9].

The idea of employment such adaptive discretization strategy to solve
ill-posed problems was proposed in [6] and further was investigated in
[11–13].

2. Semiiterative method

To construct stable approximations we need to regularize original
problem (1.1). For this purpose we use one semiiterative method, so-
called ν-method (see, for example, [3, Chapter 6.3]) for fixed parameter
ν = 1. The method is the procedure of the following type

xδ
0 = 0; xδ

k = xδ
k−1+σk(x

δ
k−1−xδ

k−2)+ωkA
∗(fδ−Axδ

k−1), k = 1, 2, . . . ,
(2.1)

where

σ1 = 0, ω1 = 6/5,

σk =
(k − 1)(2k − 3)(2k + 1)

(k + 1)(2k + 3)(2k − 1)
, ωk = 4

(2k + 1)k

(k + 1)(2k + 3)
, k > 1.

(2.2)

In the case δ = 0 in (2.1) we will use notation xk instead of xδ
k.

Remind that ν-methods were introduced by Brakhage in [1] to obtain
theoretical estimations of the conjugate gradient method. Later they were
studied as alternative of the method. In [8] was investigated 1/2-method,
also known as Chebyshev method.

Rewrite (2.1) as following

xδ
k = gk(A

∗A)A∗fδ, xk = gk(A
∗A)A∗f.

So-called generating function gk(λ) in the framework of ν-method is the
polynomial of the exact degree k. It determines value of the error gene-
rated by perturbation in input data

xk − xδ
k = gk(A

∗A)A∗(f − fδ).

Polynomial rk(λ) connected with generating function by the relation

rk(l) = 1 − lgk(l) (2.3)

determines approximation error of the ν-method

x† − xk = rk(A
∗A)x†.
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For ν = 1 the polynomial rk(λ) has the form (see [8])

rk(λ) =
1 − Tk+1(1 − 2λ)

2(k + 1)2λ
, (2.4)

where Tk(λ) = cos(k arccos(λ)) are the Chebyshev polynomials of the
first kind.

The following estimates can be found in [3]:

[3, p. 167]

|rk(λ)| ≤ 1, λ ∈ [0, 1], k ∈ N, (2.5)

[3, p. 163]

sup
0≤λ≤1

gk(λ) =
(

|r′k(λ̃)|
)

= 2k2, λ̃ ∈ [0, 1], k ∈ N, (2.6)

[3, Theorem 6.12]

|λµrk(λ)| ≤ κµk
−2µ, λ ∈ [0, 1], k ∈ N, 0 < µ ≤ 1, (2.7)

where κµ is the some positive constant.

It is follows from (2.3), (2.5) and (2.6) that

λ2gk(λ
2) = 1 − rk(λ

2) ≤ 1 + |rk(λ2)| ≤ 2, (2.8)

λg2
k(λ) = λgk(λ)gk(λ) = (1 − rk(λ))gk(λ) ≤ 4k2,

and hence

sup
0≤l≤1

√
λgk(λ) ≤ 2k. (2.9)

Besides we will use Markov’s inequality for the polynomials Tk of
degree k defined on the interval [a, b] with norm equal 1 in metric of
space C (see, e.g., [7, Chapter 7]):

|T ′
k(x)| ≤

2k2

b− a
. (2.10)

3. Auxiliary statements

Let λk be singular values of A and φk, ψk be the corresponding sin-
gular elements. Then operator A can be written as

A =
∑

i

λiφi(· , ψi),
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and herewith following relations

x† = |A|νv = (A∗A)ν/2v =
∑

i

|λi|νψi(ψi, v),

f := Ax† = A|A|νv =
∑

i

λi|λi|νφi(ψi, v)
(3.1)

are true. Hence we obtain the decompositions of xk and Axk:

xk = gk(A
∗A)A∗f =

∑

i

gk(|λi|2)|λi|ν+2ψi(ψi, v),

Axk =
∑

i

λiφi

(

ψi,
∑

j

gk(|λj |2)|λj |ν+2ψj(ψj , v)

)

=
∑

i

λiφi

∑

j

|λj |ν+2(ψj , v)gk(|λj |2)(ψi, ψj)

=
∑

i

λi|λi|ν+2gk(|λi|2)φi(ψi, v).

Let Ω be a bounded set of coordinate plane [1;∞] × [1;∞] which we
use to discretize coefficients of the original problem (1.1). Then in the
framework of the projection scheme one need to switch from A and fδ to
finite-dimensional coefficients AΩ and PΩfδ

AΩ =
∑

(i,j)∈Ω

(Aej , ei)(·, ej)ei, PΩfδ =
∑

i:(i,j)∈Ω

(fδ, ei)ei.

Specific form of Ω and AΩ we will indicate below (see (3.14) and (3.15)).
Error of the discretized version of the 1-method on k-th step can be

written in the form

x† − gk(A
∗
ΩAΩ)A∗

Ωfδ = (x† − xk) + gk(A
∗
ΩAΩ)A∗

Ω(f − fδ)

+ (xk − gk(A
∗
ΩAΩ)A∗

Ωf). (3.2)

We need to estimate all items in right-hand side of (3.2). Due to above
the first item can be written as

x† − xk = (I − gk(A
∗A)A∗A)x†

=
∑

i

|λi|µ(1 − gk(λ
2
i )λ

2
i )ψi(v, ψi)

=
∑

i

|λi|µrk(λ2
i )ψi(v, ψi).
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Then

‖x† − xk‖2 =
∑

i

λ2µ
i r2k(λ

2
i )(v, ψi)

2

or in other form

‖x† − xk‖2 = k−2µc2µ,k(v), (3.3)

where c2µ,k(v) := k2µ
∑

i λ
2µ
i r2k(λ

2
i )(v, ψi)

2.

Now let us write following representation

Axk − f = A(xk − x†)

= −
∑

j

λjφj

∑

i

|λi|µrk(λ2
i )(ψj , ψi)(v, ψi)

= −
∑

i

|λi|µλirk(λ
2
i )φi(v, ψi).

Then

‖Axk − f‖2 =
∑

i

λ
2(µ+1)
i r2k(λ

2
i )(v, ψi)

2,

or the same

‖Axk − f‖2 = k−2(µ+1)d2
µ,k(v) (3.4)

with d2
µ,k(v) := k2(µ+1)

∑

i λ
2(µ+1)
i r2k(λ

2
i )(v, ψi)

2.

Lemma 3.1. For the functions cµ,k(v) and dµ,k(v) following estimates

|cµ,k(v)| ≤ |dµ,k(v)|
µ

µ+1 ‖v‖
1

µ+1 , |dµ,k(v)| ≤ κµ+1
2
‖v‖

are true.

Proof. Using Hölder’s inequality with p = (µ+1)/µ, q = µ+1 and (2.5)
we have

|cµ,k(v)|2 =
∑

i

(

k2(µ+1)λ
2(µ+1)
i r2k(λ

2
i )(v, ψi)

2
)

µ
µ+1

(

r2k(λ
2
i )(v, ψi)

2
)

1
µ+1

≤ |dµ,k(v)|
2µ

µ+1

(

∑

i

(v, ψi)
2

)
1

µ+1

= |dµ,k(v)|
2µ

µ+1 ‖v‖
2

µ+1 .

Now taking into account (2.7) we obtain

d2
µ,k(v) =

∑

i

k2(µ+1)
(

(λ2
i )

µ+1
2 rk(λ

2
i )

)2
(v, ψi)

2
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≤ k2(µ+1)
(

κµ+1
2
k−(µ+1)

)2
∑

i

(v, ψi)
2

= κ2
µ+1

2

∑

i

(v, ψi)
2 = κ2

µ+1
2

‖v‖2.

Lemma is proved.

To estimate the third item in right-hand side of (3.2) we need following
lemma.

Lemma 3.2. For the polynomials rk(λ) defined as (2.4) at any λ, µ ∈
[0, 1] the estimates

|rk(λ) − rk(µ)| ≤ 2k2|λ− µ|, (3.5)

|λrk(λ) − µrk(µ)| ≤ |λ− µ| (3.6)

are true.

Proof. For the case of λ = µ the estimates are obvious. Now consider
the case of λ 6= µ. According to Mean Value Theorem there is a point
λ′ ∈ [0, 1] such that

rk(λ) − rk(µ)

λ− µ
= r′k(λ

′).

Using (2.6) we obtain

rk(λ) − rk(µ)

λ− µ
≤ sup

0≤λ′≤1
|r′k(λ′)| ≤ 2k2.

Thus
|rk(λ) − rk(µ)| ≤ 2k2|λ− µ|.

Now let us prove inequality (3.6). Due to definition (2.3) we have

λrk(λ) − µrk(µ) =
Tk+1(1 − 2µ) − Tk+1(1 − 2λ)

2(k + 1)2
.

Again according to the Mean Value Theorem there is a point λ′′ ∈ [0, 1]
such that

Tk+1(1 − 2µ) − Tk+1(1 − 2λ)

2(λ− µ)
= T ′

k+1(λ
′′).

Since Tk+1(1 − 2λ) is a polonomial of degree k + 1 defined in interval
[−1, 1] then using (2.10) we obtain

|Tk+1(1 − 2µ) − Tk+1(1 − 2λ)|
2|λ− µ| ≤ sup

−1≤λ′′≤1
|T ′

k+1(λ
′′)| ≤ (k + 1)2.
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Hence we have

|λrk(λ) − µrk(µ)| ≤ 2(k + 1)2

2(k + 1)2
|λ− µ| = |λ− µ|. (3.7)

Lemma is proved.

Corollary 3.1. For any l, µ ∈ [0, 1] the inequalities

|λ(rk(λ) − rk(µ))| ≤ 2|λ− µ|, (3.8)

√
λ|rk(λ) − rk(µ)| ≤ 2k|λ− µ| (3.9)

are true.

Proof. Due to (2.5) and (3.6) we have

|λ(rk(λ) − rk(µ))| ≤ |λrk(λ) − µrk(µ)| + |λ− µ||rk(µ)| ≤ 2|λ− µ|

and estimate (3.8) is proved. From (3.5) and (3.8) it immediately follows
that

λ|rk(λ) − rk(µ)|2 ≤ 4k2|λ− µ|2,

and we have (3.9).

Let us denote as x̂δ
k = gk(A

∗
ΩAΩ)A∗

Ωfδ an approximate solution ob-
tained by discretized version of 1-method on k-th iteration step.

Lemma 3.3. The error of the 1-method can be estimated by

‖x†−x̂δ
k‖ ≤ k−µ|cµ,k(v)|+2kδ+2k2‖x†‖(‖A∗

ΩAΩ−A∗A‖+‖A∗
Ω(AΩ−A)‖).

(3.10)

Proof. Recall (see (3.2)) that we make use of following error representa-
tion

x† − x̂δ
k = (x† − xk) + gk(A

∗
ΩAΩ)A∗

Ω(f − fδ) + (xk − gk(A
∗
ΩAΩ)A∗

Ωf).

We need to estimate the expression in right-hand side. For the first item
due to (3.3) we have

‖x† − xk‖ ≤ k−µ|cµ,k(v)|.

To estimate the second item we use(2.9):

‖gk(A
∗
ΩAΩ)A∗

Ω(f − fδ)‖ ≤ ‖f − fδ‖ sup
0≤λ≤1

λ1/2gk(λ) ≤ 2kδ.



S. G. Solodky, E. A. Volynets 561

Rewrite the third item in the form

xk−gk(A
∗
ΩAΩ)A∗

Ωf := gk(A
∗A)A∗Ax†−gk(A

∗
ΩAΩ)A∗

ΩAx
† = (T1 +T2)x

†,
(3.11)

where

T1 = gk(A
∗A)A∗A− gk(A

∗
ΩAΩ)A∗

ΩAΩ,

T2 = gk(A
∗
ΩAΩ)A∗

Ω(AΩ −A).

Taking into account (3.5) and (2.6) we have

‖T1‖ = ‖rk(A∗
ΩAΩ) − rk(A

∗A)‖ ≤ 2k2‖A∗
ΩAΩ −A∗A‖, (3.12)

‖T2‖ ≤ ‖gk(A
∗
ΩAΩ)‖‖A∗

Ω(AΩ −A)‖
≤ ‖A∗

Ω(AΩ −A)‖ sup
0≤λ≤1

gk(λ)

≤ 2k2‖A∗
Ω(AΩ −A)‖. (3.13)

Hereby

‖xk − gk(A
∗
ΩAΩ)A∗

Ωf‖ ≤ ‖T1 + T2‖‖x†‖
≤ 2k2‖x†‖(‖A∗

ΩAΩ −A∗A‖ + ‖A∗
Ω(AΩ −A)‖)

and Lemma is proved.

Let Γn be the domain

Γn :=

2n(k)
⋃

i=1

(2i−1, 2i] × [1, 22n(k)−i) ∪ {1} × [1, 22n(k)] (3.14)

of coordinate plane connected with basis E which is used in formulation
of the class Hr. To construct discretized operators AΓn = An(k), k =
1, 2, . . ., we will choose the indexes (i, j) of inner products (Aej , ei) from
domain Γn, i.e.

An(k) = Ak :=

2n(k)
∑

i=1

(P2i − P2i−1)AP22n(k)−i + P1AP22n(k) . (3.15)

Assume that this discretization satisfies the conditions

‖A∗A−A∗
kAk‖ ≤ δ

4ρk
; ‖(A∗ −A∗

k)A‖ ≤ δ

4ρk
; (3.16)
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‖(A−Ak)A
∗‖ ≤ δ

4ρk
; ‖A−Ak‖ ≤

( δ

4ρk

)1/2
;

‖(A−Ak)A
∗
k‖ ≤ δ

4ρk
.

(3.17)

Without lost of generality we will consider that

δk ≤ 1. (3.18)

It should be noted that in the first time the scheme (3.14)–(3.17)
was considered in [5], where as the regularization was used the Tikhonov
method.

Lemma 3.4. For any k > 0 following inequality

‖Axk − f‖ ≤ ‖Akx̂
δ
k − f‖ + c1δ

holds with c1 = 29
4 .

Proof. Let us represent expression Axk − f in the form

Axk − f := Agk(A
∗A)A∗f − f = Z1 + Z2 + Z3 + Z4 + Z5, (3.19)

where

Z1 = Agk(A
∗A)A∗(f − fδ); Z2 = (A−Ak)A

∗gk(AA
∗)fδ;

Z3 = −(A−Ak)(gk(A
∗A)A∗fδ − x̂δ

k); Z4 = A(gk(A
∗A)A∗fδ − x̂δ

k);

Z5 = Akx̂
δ
k − f.

We need to estimate the elements Z1 −Z4. Taking into account (2.8) we
obtain

‖Z1‖ ≤ ‖gk(AA
∗)AA∗‖‖f − fδ‖ ≤ δ sup

0≤λ≤1
gk(λ

2)λ2 ≤ 2δ.

Using (2.6), (2.9) and (3.16)–(3.17) we have

‖Z2‖ ≤ ‖(A−Ak)A
∗‖(‖gk(A

∗A)Ax†‖ + ‖gk(A
∗A)‖‖f − fδ‖)

≤ ‖(A−Ak)A
∗‖(2k‖x†‖ + 2k2δ)

≤ 2k‖(A−Ak)A
∗‖(‖x†‖ + kδ) ≤ ρ+ 1

2ρ
δ ≤ δ.

Now

‖Z3‖ = ‖(A−Ak)(gk(A
∗A)A∗fδ − gk(A

∗
kAk)A

∗
kfδ)‖



S. G. Solodky, E. A. Volynets 563

= ‖(A−Ak)(gk(A
∗A)A∗(fδ − f) − gk(A

∗
kAk)A

∗
k(fδ − f)

+ gk(A
∗A)A∗f − gk(A

∗
kAk)A

∗
kf)‖

≤ ‖(A−Ak)(gk(A
∗A)A∗(fδ − f) − gk(A

∗
kAk)A

∗
k(fδ − f))‖

+ ‖(A−Ak)(gk(A
∗A)A∗f − gk(A

∗
kAk)A

∗
kf)‖.

Let us estimate right-hand side term by term. For the first item due to
(2.6) and (3.17) we have

‖(A−Ak)(gk(A
∗A)A∗(fδ − f) − gk(A

∗
kAk)A

∗
k(fδ − f))‖

≤ (‖(A−Ak)A
∗‖‖gk(AA

∗)‖ + ‖(A−Ak)A
∗
k‖‖gk(AkA

∗
k)‖)‖fδ − f‖

≤ kδ

ρ
δ ≤ δ.

The second item one can estimate using (3.11)–(3.13) and (3.16)–(3.17):

‖(A−Ak)(gk(A
∗A)A∗f − gk(A

∗
kAk)A

∗
kf)‖

≤ ‖A−Ak‖‖xk − gk(A
∗
kAk)A

∗
kf‖

≤ 2k2‖A−Ak‖‖x†‖ (‖A∗
kAk −A∗A‖ + ‖A∗

k(Ak −A)‖)

≤
( δ

4ρk

)1/2
kδ ≤ δ

2
.

Hence

‖Z3‖ ≤ 3

2
δ.

At last we need to estimate Z4. So,

‖Z4‖ = ‖A(gk(A
∗A)A∗fδ − x̂δ

k)‖ ≤ ‖F1‖ + ‖F2‖,

where
F1 = A(gk(A

∗A)A∗ − gk(A
∗
kAk)A

∗
k)Ax

†,

F2 = A(gk(A
∗A)A∗ − gk(A

∗
kAk)A

∗
k)(f − fδ).

Rewrite the element F2 in the form

F2 = [Agk(A
∗A)A∗ −A∗

kgk(A
∗
kAk)Ak](f − fδ)

− (A−Ak)gk(A
∗
kAk)A

∗
k(f − fδ) =: G1 +G2.

Taking into account (2.6), (2.9), (3.5) and (3.16)–(3.17) we obtain

‖G1‖ ≤ ‖rk(A∗A) − rk(A
∗
kAk)‖‖f − fδ‖ ≤ 2k2‖A∗A−A∗

kAk‖δ ≤
δ

2
.

‖G2‖ ≤ ‖A−Ak‖‖f − fδ‖ sup
0≤λ≤1

√
λgk(λ) ≤ δ.
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F1 can be represented as

F1 = A(gk(A
∗A)A∗A− gk(A

∗
kAk)A

∗
kAk)x

† −Agk(A
∗
kAk)A

∗
k(A−Ak)x

†

= A(gk(A
∗A)A∗A− gk(A

∗
kAk)A

∗
kAk)x

† −Akgk(A
∗
kAk)A

∗
k(A−Ak)x

†

− (A−Ak)gk(A
∗
kAk)A

∗
k(A−Ak)x

† =: H1 +H2 +H3.

Using (2.6), (2.9), (3.9) it is easy to obtain

‖H1‖ ≤ |
√
λ(rk(λ) − rk(µ))|‖x†‖ ≤ 2ρk‖A∗A−A∗

kAk‖ ≤ δ

2
,

‖H2‖ ≤ |gk(λ)
√
λ|‖A∗

k(A−Ak)‖‖x†‖ ≤ 2ρk‖A∗
k(A−Ak)‖ ≤ δ

2

‖H3‖ ≤ |gk(λ)|‖A−Ak‖‖A∗
k(A−Ak)‖‖x†‖

≤ 2ρk2‖A−Ak‖‖A∗
k(A−Ak)‖ ≤ δ

4
.

Collecting above estimates we have

‖F1‖ ≤ 5

4
δ, ‖F2‖ ≤ 3

2
δ.

Hence

‖Z4‖ ≤ 11

4
δ.

Substituting obtained estimates for the elements Z1 − Z4 in (3.19) we
find the required estimate.

4. Finite-dimensional algorithm

Proposed finite-dimensional algorithm of solving (1.1) with operators
A ∈ Hr consist in combination of 1-method and adaptive discretization
strategy (3.14)–(3.17).

Algorithm

1. Given data: A ∈ Hr, δ, fδ, ρ.

2. Iteration by k = 1, 2, 3, . . .

• choosing discretization level n as minimal integer which satis-
fied

(1 + 2r+3)2−2rnn ≤ δ

4ρk
; (4.1)



S. G. Solodky, E. A. Volynets 565

• if n is changed then k := 1 and Galerkin information is com-
puted

(fδ, ei), i ∈ (22n(k−1), 22n(k)]

(Aej , ei), (i, j) ∈ Γn(k) \ Γn(k−1);
(4.2)

• computation of k-th approximation

x̂δ
k = x̂δ

k−1 + σk(x̂
δ
k−1 − x̂δ

k−2) + ωkA
∗
n(k)(fδ −An(k)x̂

δ
k−1),

where σk, ωk are calculated by (2.2).

3. Stop rule by discrepancy principle

‖ An(K)x̂
δ
K − P22n(K)fδ ‖≤ bδ,

‖ An(k)x̂
δ
k − P22n(k)fδ ‖> bδ, k < K,

(4.3)

where b > c1 + 1 +
√

2.

4. Approximate solution: x̂δ
K .

Lemma 4.1. If discretization level n is choosen from (4.1) then for ope-

rators A ∈ Hr and Ak (3.15) conditions (3.16)–(3.17) are satisfied.

Proof. Inequalities (3.16) were proven in [5, Lemma 1]. The first two
inequalities in (3.17) can be proven in the same way and the last one
follows from [10, Lemma 3.3] if we take into consideration that A∗ ∈ Hr

and domain Γ is symmetrical with respect to the diagonal of coordinate
plane.

To estimate accuracy of the proposed algorithm we need following
statement.

Lemma 4.2. Let K be a number of iteration such that (4.3) is hold.

Then there is a constant b2 > 0 such that

‖AxK − f‖ ≤ b2δ.

At the same time, if K ≥ c2δ
− 1

µ+1 , where c2 =
(

ρ(1 + 2µ+1)κµ+1
2

)
1

µ+1 ,

there is a constant b1, 0 < b1 < b2, such that

b1δ ≤ ‖AxK − f‖.
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Proof. Taking into account (4.1) for any k ≤ K and f = Ax†, A ∈ Hr,
x† ∈ Mµ,ρ(A)

‖(I − P22n(k))f‖ ≤ δ.

Now we use representation

Akx̂
δ
k − f = Akx̂

δ
k − P22n(k)fδ + P22n(k)(fδ − f) + (P22n(k) − I)f. (4.4)

Due to orthogonality of P22n(k)(fδ − f) and (P22n(k) − I)f we have

‖P22n(k)(fδ − f) + (P22n(k) − I)f‖2

= ‖P22n(k)(fδ − f)‖2 + ‖(P22n(k) − I)f‖2 ≤ 2δ2.

Then for k = K from (4.3) it follows that

‖AK x̂
δ
K − f‖ ≤ (b+

√
2)δ.

According to Lemma 3.4 we have

‖(AxK − f)‖ ≤ b2δ,

where b2 = b+ c1 +
√

2.
Now we have to obtain lower bound. Taking into account represen-

tation
Axk−1 − f = (Axk − f) − (Axk −Axk−1)

we find
‖Axk−1 − f‖ ≤ ‖Axk − f‖ + ‖A(xk − xk−1)‖. (4.5)

Using (2.3) we have

xk − xk−1 = (gk(A
∗A)A∗A− gk−1(A

∗A)A∗A)x†

= −(rk(A
∗A) − rk−1(A

∗A))x†.

Then

‖A(xk − xk−1)‖ = ‖A(rk(A
∗A) − rk−1(A

∗A))|A|µv‖
≤ ‖v‖ sup

0≤l≤1
|rk(l)l

µ+1
2 − rk−1(l)l

µ+1
2 |

≤ ρ
(

sup
0≤l≤1

l
µ+1

2 rk(l) + sup
0≤l≤1

l
µ+1

2 rk−1(l)
)

≤ ρκµ+1
2

(

k−(µ+1) + (k − 1)−(µ+1)
)

= ρκµ+1
2
k−(µ+1)

(

1 +
( k

k − 1

)µ+1)

≤ ρ
(

1 + 2µ+1
)

κµ+1
2
k−(µ+1).
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Let K ≥ c2δ
− 1

µ+1 , where c2 =
(

ρ(1 + 2µ+1)κµ+1
2

)
1

µ+1 . Then

‖A(xk − xk−1)‖ ≤ δ

and due to (4.5)

‖AxK − f‖ ≥ ‖AxK−1 − f‖ − δ. (4.6)

Using reverse triangle inequality to (3.19) for k = K − 1 we obtain

‖AxK−1 − f‖ ≥ ‖AK−1x̂
δ
K−1 − f‖ − c1δ. (4.7)

Now we consider representation (4.4) for k = K − 1. Applying triangle
inequality to it we have

‖AK−1x̂
δ
K−1 − f‖ ≥ ‖AK−1x̂

δ
K−1 − P22n(k)fδ‖ −

√
2δ.

Than taking into consideration (4.6), (4.7) and (4.3) we obtain

‖AxK − f‖ ≥ b1δ,

where b1 = b− c1 − (1 +
√

2).

5. Optimality of the algorithm.

Theorem 5.1. Algorithm (4.1)–(4.3) achieves the optimal order of ac-

curacy O(δµ/(µ+1)) on the class of equations (1.1) with operators A ∈ Hr

and normal solutions x† ∈Mµ,ρ(A).

Proof. Due to (3.4), Lemma 3.1 and the first inequality in Lemma 4.1
we have

|cµ,K(v)|K−µ = |cµ,K(v)|
(‖ AxK − f ‖

|dµ,K(v)|

)
µ

µ+1

≤ ρ
1

µ+1 (b2δ)
µ

µ+1 .

It is follows from the second inequality in Lemma 4.1 (for K ≥ c2δ
− 1

µ+1 )
that

δK = δ

( |dµ,K(v)|
‖AxK − f‖

)
1

µ+1

≤ δ

(

ρκ(µ+1)/2

b1δ

)
1

µ+1

= c3δ
µ

µ+1 , (5.1)

where c3 =
(ρκ(µ+1)/2

b1

)
1

µ+1 . In other hand, for K < c2δ
− 1

µ+1 we immedi-
ately obtain

δK < c2δ
µ

µ+1 .
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Substituting the estimates in (3.10) and taking into consideration (3.16)–
(3.17) we have

‖x† − x̂K ‖≤ ρ
1

µ+1 (b2δ)
µ

µ+1 + 2ηδ
µ

µ+1 + ηδ
µ

µ+1 = ξδ
µ

µ+1 ,

where ξ = (ρbµ2 )
1

µ+1 + 3η, η = max {c2, c3}.

Corollary 5.1. To achieve the optimal order of accuracy on the consi-

dered class of equations in the framework of algorithm (3.15)–(4.3) it is

enough to calculate

O(δ
− ν+2

(ν+1)r log1+1/r δ−1) (5.2)

of information functionals (4.2).

Proof. To prove this statement it is sufficiently to estimate volume of the
inner products that is equivalent to square of figure Γn, which is equal
to (n+ 1)22n. Using (4.1) and (5.1) in this expression we have estimate
(5.2).

As we remind in Section 1 to achieve the optimal order of accuracy
in traditional Galerkin discretization scheme it is necessary to calculate
O(δ−2/r) inner products (4.2). Thus algorithm (4.1)–(4.3) is more eco-
nomic compare with the methods proposed in [9] which use traditional
Galerkin discretization scheme.
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