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In this paper the method of Smoothed Particle Hydrodynamics (SPH) is extended to include an adaptive
density kernel estimation (ADKE) procedure. It is shown that for a van der Waals (vdW) fluid, this method can
be used to deal with free-surface phenomena without difficulties. In particular, arbitrary moving boundaries can
be easily handled because surface tension is effectively simulated by the cohesive pressure forces. Moreover,
the ADKE method is seen to increase both the accuracy and stability of SPH since it allows the width of
the kernel interpolant to vary locally in a way that only the minimum necessary smoothing is applied at and
near free surfaces and sharp fluid-fluid interfaces. The method is robust and easy to implement. Examples
of its resolving power are given for both the formation of a circular liquid drop under surface tension and the
nonlinear oscillation of excited drops.

Key words: gas-liquid and vacuum-liquid interfaces, surface tension and related phenomena, heat
conduction, computational methods in fluid dynamics

PACS: 68.03.-g, 68.03.Cd, 44.10.+i, 47.11.+j

1. Introduction

Gas-liquid flows are examples of typical two-phase fluids encountered in many systems within
both natural and artificial environments, where the liquid is separated from the gas by a free
surface whose shape is determined by the flow field. In particular, liquid surfaces are known to
be in a state of tension because fluid molecules at or near the surface experience uneven forces
of attraction [1]. Hence surface tension is the result of a microscopic, localized force that exerts
itself on the fluid elements at the surface in both the normal and tangential directions. Examples
of free-surface motion induced by tension forces can be found in a variety of flows which are
either natural or artificially constructed. For instance, well-known problems involving liquid-gas
and liquid-vacuum interfaces result from experiments and studies of droplet dynamics, which may
include the formation and evaporation of equilibrium liquid drops [2,3], the nonlinear oscillations
of excited drops [4–7], the breakup of liquid filaments [8,9] and the coalescence of colliding drops
[10–15].

In general, the detailed analysis of free-surface flows involves the use of numerical methods
coupled to appropriate boundary conditions to simulate an arbitrarily moving surface. However,
most of the available methods suffer from difficulties in modelling topologically complex interfaces
having surface tension. Among the earlier numerical schemes, the MAC method [16] was known to
be the most flexible and robust. It relies on finite differences to solve the hydrodynamic equations
and on particles to define the surface. The method was further extended to deal with moving
boundaries [17] and applied to a wide variety of problems, including waterfalls, breaking dams and
two-fluid instabilities [18]. In spite of attempts to simplify it, it remains complicated to program.
Later on, Brackbill et al. [19] developed the continuum-surface-force (CSF) method, which treats
surface tension as a continuous, three-dimensional effect across the interface rather than as a pure
boundary condition. In this model, the interfaces between fluids of different properties, or colours,
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are represented as transition layers of finite thickness, across which the colour variable varies conti-
nuously. Although this method has been successfully applied to simulate fluid phenomena involving
incompressible fluid flow in low-gravity environments, capillarity and droplet dynamics, it still re-
quires the use of complicated surface-tracking techniques, like the MAC method, to accurately
model the volume force along the surface curvature. Alternative surface-tracking methods have
been proposed that rely on the spine-flux technique [20]. However, a serious drawback of these lat-
ter methods is that they are limited to surface deformations that do not result in double-definition
of the surface along a spine. On the other hand, an application of the CSF model to calculate
interfacial curvatures with Smoothed Particle Hydrodynamics (SPH) was reported by Morris [21].
Moreover, Monaghan [22] showed that SPH can be easily extended to handle free-surface phenom-
ena if the continuity equation, rather than the usual summation interpolant, is used in calculating
the density and if the boundary particles are allowed to move with a corrected velocity.

Here we present an alternative approach to model free-surface flows under tension forces with
standard SPH. The method is modified to account for an adaptive density kernel estimation
(ADKE) procedure similar to that described by Silverman [23]. In this procedure the basic ker-
nel and nearest neighbour SPH approaches are combined in a way that the amount of applied
smoothing is minimized in regions where the density is lower. As a result, near a free surface,
where there is a crippling deficiency of particles, the ADKE method uses much smaller kernels
than in the bulk of the fluid without compromising the SPH stability, leading to a finer resolution
of the free surface compared to other SPH schemes. Coupled to the fully Lagrangian nature of
SPH, the ADKE method maintains very well sharp fluid-fluid interfaces and free surfaces with
no need of employing explicit surface reconstruction. The method was also found to give stable
and accurate results for supersonic compressible flows with strong shocks [24]. In this paper, we
focus on two-dimensional test calculations of the formation of circular drops under surface tension
and its nonlinear oscillations starting from elongated shapes. The paper is organized as follows.
In section 2 we write down the SPH hydrodynamic equations that are solved and provide a brief
description of the method. Then in section 3 we describe the results of a few model calculations
and in section 4 we give the conclusions.

2. SPH equations and numerical method

In contrast to Monaghan’s [22] approach, the density ρa of the particles is computed using the
summation interpolant

ρa =

N
∑

b=1

mbWab , (1)

where mb is the mass of particle b, Wab = W (|xa−xb |, h) is a spherically symmetric kernel function
and h is the so-called smoothing length or width of the kernel. In this work, we adopt the quartic
spline kernel of Lucy [25] so that only nearest particles within a circle of radius h contribute to
the SPH summation in equation (1). The same kernel was used by Nugent and Posch [2] in SPH
simulations of drop condensation. Other smoothing kernels, such as the cubic B-spline [26] or the
quintic spline [21], have been used by other authors. Test simulations of drop condensation with
the quartic and quintic spline kernels have shown that the results are almost independent of the
form of the kernel. For the SPH equations of motion and thermal energy we use a symmetrized
representation that contains the full Newtonian viscous stress tensor Sij and the Fourier’s heat
flux vector qi, namely
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where xi
a denotes the position of the particles, vi

a is their velocity and Ua is their thermal energy
per unit mass. The viscous stress tensor is given by

Sij = −pδij + η

(

∂vi

∂xj
+

∂vj

∂xi

)

+

(

ζ −
2

d
η

)

∂vk

∂xk
δij , (5)

and the heat flux vector is defined according to

qi = −κ
∂T

∂xi
. (6)

In these relations, p is the internal (isotropic) pressure, T is the fluid temperature, δij is the
unit tensor, η and ζ are the coefficients of shear and bulk viscosity, κ is the coefficient of heat
conduction and d is a number equal to 2 or 3 depending on whether the motion is confined to two-
or three-dimensions, respectively.

For the drop model of this paper, we assume a van der Waals (vdW) fluid, where the pressure
and thermal energy obey the constitutive relations

p =
ρk̄BT

1 − ρb̄
− āρ2, (7)

U =
ξ

2
k̄BT − āρ. (8)

In these equations, ξ is the number of degrees of freedom of the molecules and k̄B = kB/m, where
kB is the Boltzmann’s constant and m is the particle mass. Furthermore, ā = a/m2 and b̄ = b/m,
where a controls the strength of the attractive forces between the molecules and b is a constant
due to their finite size.

As was first noted by Nugent and Posch [2], surface tension effects can be simulated with the
aid of equation (7) by separating the cohesive term, −āρ2, from the remainder forces. The same
applies to the energy term, −āρ, in equation (8). The former term contributes with an attractive
central force between the SPH particles, which produces a net acceleration given by

dvi
a

dt
= 2ā

N
∑

b=1

mb

∂WH
ab

∂xi
a

, (9)

while the latter term contributes with an effective heating due to the work done by the cohesive
pressure forces on the liquid within the free surface and takes the SPH form

dUa
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= 2ā

N
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. (10)

In these equations WH
ab = W (|xa −xb |,H ) has the same functional form of the interpolating kernel

employed for all other terms, except that it now depends on the smoothing range H instead of h.
In the CSF model, surface tension is translated into a force per unit volume, Fs = fsδs , where δs

is a normalized function, which peaks at the interface, and fs is a force per unit area defined as

fs = στn + ∇sσ, (11)

where σ is the surface tension coefficient, n is the unit normal to the interface, τ is the curvature
of the interface and ∇s is the surface gradient. Note that the first term in equation (11) is a
force acting normal to the interface and corresponds to the net surface tension force due to the
local curvature. This force acts to smooth regions of high curvature, in an attempt to reduce the
total surface area and hence the surface energy. In contrast, the second term in equation (11)
acts tangentially to the interface, forcing fluid elements on the surface to move from regions of low
surface tension to regions of higher surface tension. The surface normal in equation (11) is evaluated
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according to n = ∇c/[c], where c is the colour function identifying each fluid in the problem and
[c] is the jump in c across the interface. Moreover, the curvature is calculated using the relation
τ = −∇ · n, whereas δs = |n|. In SPH form, Morris [21] suggested the following representations

na =

N
∑

b=1

mb

ρb

cb∇aWab , (12)

and

(∇ · n)a =

N
∑

b=1

mb

ρb

nb · ∇aWab , (13)

for the normal and the surface curvature, respectively. In particular, the divergence of the surface
normal is proportional to the surface tension force. We note the intrinsic similarity between equa-
tions (9) and (13), implying that the former acts effectively as a true surface tension force due to
the local curvature. It then follows that the cohesive term in equation (7) is all we need to correctly
model surface tension in a vdW fluid. Furthermore, the choice of H in equations (9) and (10) is
determined by the same considerations that led to a substantial improvement of the interface sta-
bility properties with the CSF method employed by Morris [21]. In practice, stability is maintained
when H > 2h. In a fluid bounded by a free surface, the forces represented by equation (9) largely
cancel within the bulk of the fluid, except for a small strip H around the surface where particles
are accelerated in the direction of the inward surface normal. In actual numerical simulations, the
value of H determines the thickness of the interface.

Apart from showing how the vdW cohesive pressure can be used with SPH to model free-surface
phenomena we show why the ADKE procedure is an essential ingredient to maintain both adequate
stability and fine resolution of the interface. The essence of the ADKE method is to construct a
collection of local kernels at the position of the particles in order to allow the smoothing length to
vary from point to point. In order to do so, an initial, or pilot, density estimate, ρ̂a, is calculated
using the summation interpolant in equation (1) with Wab = W (|xa −xb |, h0), where h0 is defined
as some dilation factor of the initial interparticle separation, i.e., h0 = D∆s. Local bandwidth
factors, λa, are next calculated according to

λa = k

(

ρ̂a

ḡ

)

−ε

, (14)

where ḡ is the geometric mean of the pilot estimates given by

log ḡ =
1

N

N
∑

b=1

log ρ̂b , (15)

k is a scaling factor of the order of unity and ε is the sensitivity parameter defined in the interval 0 6

ε 6 1. The adaptive estimator is finally constructed by recalculating the density using equation (1)
with h0 replaced by ha = λah0. As long as ε → 1, the ha’s become more sensitive to the density
distribution, implying a greater difference between the smoothing length in different parts of the
fluid domain. This means that near a sharp interface, where there is a crippling deficiency of
particles, the size of the kernels will be much smaller than in the bulk of the fluid, leading to
a finer resolution of the interface in spite of the fact that H > 2h in order to ensure numerical
stability. Moreover, setting ε = 0, λa → k and the ADKE method reduces to the usual fixed width
kernel approach. Also, note that with the λa’s calculated as in equation (14), the ha’s effectively
control the scale of smoothing applied to the data, thus improving the accuracy and stability near
the interface.

3. Numerical tests

In this section, we consider a series of two-dimensional simulations for the specific case of a
forming vdW liquid drop under surface-tension forces, in which the effects of viscosity and heat
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conduction are taken into account. This model represents a sensitive test calculation to quantify
the resolving power of the ADKE method on free-surface flows. Its ability to handle arbitrarily
moving surfaces is also tested against the nonlinear oscillations of an initially deformed drop.

3.1. Formation of equilibrium vdW drops

We first consider the formation of a stable, circular drop using the same vdW parameters
employed by Nugent and Posch [2] and Meleán et al. [3], namely m = 1, ā = 2, b̄ = 0.5 and k̄B = 1.
In these reduced units, the critical point of the vdW fluid occurs for ρcr = 2/3, pcr = 8/27 and
Tcr = 32/27 [27]. For simplicity, all variables are normalized with respect to their critical values.
The coefficients of thermal conductivity, shear and bulk viscosity in reduced units are chosen to
be κ = 5, η = 1 and ζ = 0.1, respectively. In addition, the outer medium is a vacuum so that
there is no heat conduction between the drop and its surroundings. All calculations start with
900 SPH particles of equal mass (ma = m = 1) distributed at the vertices of a square cell array.
Initially the particles are at rest and separated from one another by a distance ∆s = 0.75 along the
x- and y-axes. The choice of these parameters is such that the initial density, as calculated using
equation (1), satisfies the constraint ρ0 < 1/b̄. Each particle is given an initial temperature T0 = 0.2
so that the inequality k̄BT0 > 2āρ0(1 − ρ0b̄)

2 is also satisfied for thermodynamic stability. At this
subcritical temperature, an equilibrium, circular drop with no external atmosphere is expected to
form [2]. Therefore, no periodic boundary conditions are required far away from the initial square
array of particles. All runs were made by setting H = 2h in equations (9) and (10).
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Figure 1. Particle positions in the (x,y)-plane
showing the structure of a circular liquid drop, with
D = 3, k = 1 and ε = 0 (top left panel); D = 3,
k = 0.9 and ε = 0.6 (top right panel); D = 4,
k = 0.6 and ε = 0.8 (bottom left panel) and D = 5,
k = 0.5 and ε = 0.8 (bottom right panel).

We consider three distinct sequences of
computations, all starting with identical ini-
tial conditions. Each sequence is defined
by fixing the value of D and varying the
ADKE parameters k and ε. In particular,
we choose D = 3, 4 and 5 so that initially
h0 = D∆s, and values of k and ε in the
intervals [0.5,1.0] and [0.5,0.9], respectively.
A typical evolution proceeds as follows. At
the beginning, the internal pressure is not
enough to balance the surface tension forces,
causing an inward motion of the particles at
and near the corners of the square bound-
ary. As a result, part of the surface ten-
sion energy is converted into internal liquid
movement with a consequent sharp increase
of the kinetic energy. Circularization of the
confined liquid is approximately completed
when about 95 percent of the kinetic energy
is dissipated by viscous forces. During this
stage, the thermal energy also increases due
to the heating produced by internal friction
near the drop surface. The increase of ther-
mal energy soon slows down due to heat con-
duction. The further evolution consists of a

very slow decrease of the kinetic energy accompanied by an equally slow increase of the thermal
energy until the drop reaches thermo-mechanical equilibrium with a circular shape, as shown in
figure 1. With a constant timestep ∆t = 0.005, a typical evolution is completed after about 130,000
computational cycles.

The four panels of figure 1 show the final equilibrium drop as obtained for different choices of
the ADKE parameters. The top left panel corresponds to the case when the ADKE procedure is
dropped (i.e., k = 1, ε = 0). Since for this model the dilation factor is D = 3, the calculation was
made using a fixed kernel approach of width h = 3∆s, resulting in H = 6∆s = 4.5. We may see
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Figure 2. Sequence of times showing the first period of oscillation of a liquid drop when it is
released from an elliptic shape with aspect ratio a/b = 3 (t = 0) at Re ≈ 522. In each panel the
time is shown in reduced units.

that in this case the transition layer separating the drop from the outer vacuum is considerably
thicker compared to the other three models where the ADKE procedure was activated. In fact, the
drop surface is numerically resolved by the outermost four concentric circles of particles of thickness
≈ 4.5. In all other cases where the ADKE was used the outer interface is clearly represented by
only one outer circle of particles. The much better resolution afforded in these latter cases is a
consequence of both the adaptive nature of the method and the fact that a minimum smoothing
is effectively applied to the data at the drop surface.

3.2. Oscillating vdW drops

Next, we test the response of the method on large-amplitude oscillations of vdW drops that are
released from a static elliptic shape. A sequence of equilibrium circular drops was first constructed
with the same parameters as before, except that the shear viscosity was varied in the range 0.012 6

η 6 12, corresponding to Reynolds number in the interval 0.5 < Re < 522. In all cases, the initial
smoothing length was chosen to be h0 = 3∆s, while the ADKE parameters were fixed to k = 0.9
and ε = 0.6. The reference circular drops were deformed into an elliptic shape by homogeneous
flattening under pure shear strain [28], which is achieved with an area-preserving and, hence,
density-conserving transformation of the particle coordinates

x′ =
1

(1 + ε)
x, y′ = (1 + ε)y, (16)

where ε is the elongation. The above transformation converts the circle into an ellipse of semi-major
axis a aligned with the y-axis, as shown in the first panel of figure 2. Here we shall consider only
drop deformations with an initial aspect ratio a/b = 3, where b denotes the semi-minor axis of the
ellipses.

The nonlinear oscillations of a liquid drop represent a more stringent test because they involve
a moving free surface. The time resolved evolution for the case of a drop with Re ≈ 522 (η = 0.012)
is displayed in figure 2 during its first period of oscillation. The elongated drop first contracts along
its major axis as most of its surface energy is being transformed into internal liquid movement.
It then passes through a transient circular shape (t = 28) before reaching a stage of maximum
elongation along the x-axis (t = 62). At this point, most of the undamped internal kinetic energy
is in the form of surface energy. The rim pressure soon exceeds the stagnation pressure inside the
drop, causing it to contract back (along the x-axis) under surface tension. The drop evolves again
to an approximate circular shape before achieving a prolate shape towards the completion of the
first oscillation period at t = 114. At this time, the aspect ratio is ≈ 1.94 and decays further
to ≈ 1.35 by the end of the second period (t = 221). The oscillatory behaviour will continue in
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time with progressively lower amplitudes until eventually the drop loses all of its internal kinetic
energy by viscous dissipation. The evolution was followed for about 20 periods by the time the
drop has returned to its equilibrium circular shape. The damping of the oscillations is mostly
due to viscous dissipation and, to some extent, to the finite heat conductivity (κ = 5). A value
of κ this large serves to reduce temperature gradients and density fluctuations within the drop.
However, the intrinsic viscosity which is inherent to particle systems due to the smoothing may
also contribute to dissipation of the drop oscillations even when η = 0. A test simulation with η = 0
and κ = 0 shows that by switching off the ADKE procedure, the rate of dissipation due to the
inherent numerical viscosity is much slower than that due to either finite physical viscosity or heat
conductivity. For comparison, the ADKE method (with k = 0.9 and ε = 0.6) resulted in even slower
dissipation rates, mainly because much less smoothing was actually needed at and near the drop
surface. Evidently, these results show that the method is able to handle moving surfaces without
difficulties. Another important feature is that during surface motion the boundary particles tended
to move from regions of low curvature to regions of higher curvature, responding to the action of
the tangential component of the surface tension force.

4. Conclusions

We have performed test calculations which show that standard SPH can be used to accurately
simulate free-surface flows without difficulty for a van der Waals (vdW) fluid, provided that the
kernel function is modified to include an adaptive density kernel estimation (ADKE) procedure, like
the one proposed by Silverman [23]. When dealing with a vdW-type equation of state, the SPH
representation of the cohesive pressure gradients strongly resembles that employed to calculate
interfacial curvatures with SPH using the continuum-surface-force model [21], implying that surface
tension is correctly simulated by the cohesive part of the vdW pressure. The ADKE procedure
increases the resolving power of SPH and provides a satisfactory representation of free boundaries.
In particular, the ADKE method constructs local bandwidth factors, or kernel estimates, evaluated
at the position of particles such that the width of the interpolating kernel is allowed to vary from
point to point. This results in much smaller sizes of the kernel close to sharp boundaries or in
regions where the density is lower, implying that the amount of smoothing required in those
regions is effectively minimized. This is the key point which allows for a much better description of
free surfaces and sharp fluid-fluid interfaces than the fixed width kernel approach does. Here the
method has been successfully tested for a forming two-dimensional, circular drop under the effects
of surface tension and for the two-dimensional oscillations of an initially elongated drop about a
circular shape. The method is simple to implement and does not require special modifications when
applied to fully three-dimensional problems.
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