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A novel approach is developed for computer simulation studies of dynami-
cal properties of spin liquids. It is based on the Liouville operator formalism
of Hamiltonian dynamics in conjunction with Suzuki-Trotter-like decompo-
sitions of exponential propagators. As a result, a whole set of symplectic
time-reversible algorithms has been introduced for numerical integration of
the equations of motion at the presence of both translational and spin de-
grees of freedom. It is shown that these algorithms can be used in actual
simulations with much larger time steps than those inherent in standard
predictor-corrector schemes. This has allowed one to perform direct quan-
titative measurements for spin-spin, spin-density and density-density dy-
namical structure factors of a Heisenberg ferrofluid model for the first time.
It was established that like pure liquids the density spectrum can be ex-
pressed in terms of heat and sound modes, whereas like spin lattices in
the ferromagnetic phase there exists one primary spin in the shape of spin-
spin dynamic structure factors describing the longitudinal and transverse
spin fluctuations. As it was predicted in our previous paper [Mryglod 1.,
Folk R. et al., Physica A277 (2000) 389] we found also that a secondary
wave peak appears additionally in the longitudinal spin-spin dynamic struc-
ture factor. The frequency position of this peak coincides entirely with that
for a sound mode reflecting the effect of the liquid subsystem on spin dy-
namics. The possibility of longitudinal spin wave propagation in magnetic
liquids at sound frequency can be considered as a new effect which has
yet to be tested experimentally.
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Magnetic systems have been the subject of numerous theoretical and computer
experimental studies [1-6]. These studies were devoted mainly to describe static
properties, such as phase transitions, scaling, and critical phenomena. The theoret-
ical description of dynamic properties presents a more difficult problem which until
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now cannot be solved quantitatively even for the simplest magnetic models. For
this reason, the method of molecular dynamics (MD) was used over recent years to
investigate dynamic critical behaviour, dynamic scaling, and processes of spin relax-
ation. However, the MD simulations were restricted to lattice systems exclusively,
in particular, to classical XY and Heisenberg models in d = 2 as well as Heisenberg
ferro- and antiferromagnets in d = 3 dimensions [7-11].

The need in extensions of MD simulations to continuum disordered systems is
motivated by a great variety of additional physical phenomena arising when both
spin (orientational) and liquid (translational) degrees of freedom are taken into
account. The existing theoretical investigations of magnetic liquid dynamics dealt to
a great extent with phenomenological approaches [12-14]. Recently, the equations
for time correlation functions and collective mode spectra of a Heisenberg ferrofluid
model have been consequently derived using the method of nonequilibrium statistical
operator [15,16]. As a result, a simple model of spin relaxation was considered, and
the frequency matrix as well as the matrix of memory functions were calculated.
However, this approach itself requires some additional information on the dynamic
behaviour expressed in terms of correlation times. It is also worth mentioning that
the main part of the theoretical results was obtained for a spin subsystem only and
the mutual effect of the liquid subsystem on the spin dynamics has not been studied
in detail.

In view of the afore said, computer experiments should be considered as the chief
tool for quantitative studies of the dynamic properties. Nevertheless, there were no
attempts known to simulate magnetic liquids within the MD approach. This can
be explained by the absence of a suitable algorithm for solving the corresponding
equations of motion. The traditional numerical methods [17] cannot be used for
observations over a many-body system because of their high instability on MD scales
of time. It was established for lattice systems that even standard predictor-corrector
schemes appear to be inefficient because of very poor conservations of energy and
spin lengths [18].

Obviously, an efficient algorithm for long-duration integrations should be stable,
accurate, fast and easy to implement. There is only a limited group of integrators
satisfying these requirements. Among them one can distinguish the velocity Verlet
algorithm [19,20] which allows us to obtain a high level of accuracy with mini-
mal computational costs measured in terms of time-consuming force evaluations.
However, the velocity Verlet and other similar schemes [20-22] were constructed to
integrate translational motion without the presence of any orientational degrees of
freedom. In our case the pattern is still more complicated since the translational
positions and momenta are coupled with spin orientations in a characteristic way
and, therefore, all these dynamical variables should be integrated simultaneously.
This requires substantial revision of the liquid dynamic algorithms.

Quite recently, new spin dynamics algorithms have been proposed to simulate
lattice systems [18]. They were constructed within the Suzuki-Trotter technique [23]
using sublattice decompositions of spin dynamics. As was demonstrated, the sublat-
tice decomposition algorithms unlike usual schemes exactly conserve individual spin
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lengths, exhibit good stability and energy conserving properties, and allow much
larger time steps than predictor-corrector methods. The main problem with these
algorithms lies in the fact that they are applicable only to spin systems when the
decomposition on two or several noninteracting sublattices is possible. Such algo-
rithms cannot be used for models with arbitrary spatial spin distributions and, thus,
not for spin liquids.

In the current paper we develop the Suzuki-Trotter decomposition method and
derive the desired spin liquid algorithms of different orders in the time step. The
algorithms are tested in actual MD simulations on a Heisenberg ferrofluid model and
compared with predictor-corrector schemes. The computations of spin-spin, spin-
density and density-density time correlation functions are also carried out and the
discussion on the surprising results obtained is added.

2. Basic equations of motion

Let us consider a classical fluid composed of N magnetic particles of mass m each
containing continuous three-component spin s; = (s?,s?, s?) with the fixed length

|s;| = 1 for each site t = 1,2,..., N. A typical model Hamiltonian for such a system
can be presented as

N
H = vaz +Z (gp,j — Jij(sis] + ssf + Asi's ) —Gz;sf. (1)

1<J

Here v; = dr;/dt and r; are the translational velocity and position of particle i, re-
spectively, ¢;; = ¢(ri;) is the liquid potential, J;; = J(r;;) denotes the exchange
integral corresponding to a pair (i,j) of spins with the interparticle separation
rij = |r; — r;|, the exchange anisotropy parameter is denoted by A, and G is the in-
tensity of an external spatially and timely homogeneous magnetic field G = (0,0, )
directed along the z-th axis. Equation (1) represents, in fact, the isotropic (A = 1)
or anisotropic (A # 1) Heisenberg ferro- or the corresponding antiferro-fluid for
Jij > 0 and J;; < 0, respectively. Although the main results which will be obtained
in this paper are applicable for a larger class of Hamiltonians, we restrict ourselves
to simplify notations to the basic model (1).

In the Liouville formulation of Hamiltonian dynamics, the equations of motion
for the set p = {r;, v;,s;} of microscopic variables are of the form

L o )= Lplt). )

where

L= Z(vz . %aavi ;[(gmLG)Xs}aaS) L+ Ly+Ls  (3)

is the Liouville operator [15] of the system with

7

Y orde;  dJ r
_ ij A E i
fi =— (27;) [drij - ars; (51‘ 57+ s]st + As; sj>] E (4)
JI7F
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being the translational force, and

N
gi = (gfu gzyv gf) = Z JiJ'(S;‘:v 3?7 AS;) <5>
3#0)
the internal magnetic field. Note that the components L., L, and Lg act only on
position, velocity and spin, respectively, and the quantum Poisson bracket |, | was
used to derive the expression for Lg. If an initial configuration p(0) is determined,
the time evolution of p(¢) can be obtained numerically by integrating equation (2).
Taking into account the symmetries ;; = ¢;; and J;; = Jj;, it follows from
equations (1) and (2) that the total energy ' = H and the total momentum P =
m ). v; of the system are integrals of motion, i.e. d£/dt = 0 and dP/dt = 0. These
symmetries also impose a conservation law for the magnetization M = > s, of the
isotropic Heisenberg model at the absence of an external magnetic field. For the
anisotropic case (when A\ # 1 and/or G # 0) only the z-th component M, of M
will not change in time. The structure of equation (2) requires the conservation of
individual spin lengths as well. Moreover, it can be shown readily that our equations
of motion are time reversible, i.e., they are invariant with respect to the set ¢t —
—t, {vi,8;} — {—v;, —s;} of transformations. Besides, the exact solutions behave
symplectically, i.e., the phase volume of {r;, v;} will remain constant. Obviously, all
the above properties cannot be perfectly reproduced during the integration within
any numerical scheme. This is a typical situation in MD simulations of liquids.
However, as we shall show in the next section, some of the integrals of motion
as well as the time-reversibility and symplecticity can be maintained although the
numerical trajectories are generated with a limited accuracy.

3. Algorithms for numerical integration

Within the Liouville exponential operator formalism, the solutions to the equa-
tions of motion (2) are cast in the form

plt+h) = e p(t) = ettt tlip(t), (6)

where h denotes the time step. Since the exponential propagator e* cannot be

evaluated exactly, it is necessary to introduce some approximations. These approx-
imations should take into account the relatively small time step h actually used in
MD simulations.

3.1. Second-order version

Assuming for the moment that spin variables are frozen, i.e. letting Lg — 0,
one comes to the usual (liquid-like) equations of motion. They can be solved in a
quite efficient way applying the second-order VV integrator [19,20] which is based on
the Suzuki-Trotter (ST) formula e(Fr+iv)h = elvh/2gLcholvh/2 1 O(R?). Unfreezing
now the spin variables and treating the sum L, + Lg as one operator we obtain
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immediately: eLrtlvilah — olvh/2e(LetLa)holvh/2 1 O(B3) (note that the ST formula
is valid for arbitrary two operators). The spin-position subpropagator can further
be decomposed in a similar way, e(lrTls)h = elrh/2elsheleh/2 1 O(B3), resulting into
the full propagation

p(t+ h) = eivielselhel 3ol 3 p(t) + O(h) = D(t, h)p(t) + O(h®) . (7)

Of course, other decompositions are also possible, but then the local fields g; or/and
forces f; will need to be updated (the most time-consuming operations) more fre-
quently, thus reducing the efficiency of the computations.

The main idea of the decompositions consists in obtaining subpropagators which

can be evaluated analytically. As can be shown [20], the position eX™ = [], efi™
and velocity e”™ = [], e*:" propagation present shift operators, namely,
el =i+ v, eviTvy = v+ 7, (8)
m

where L., = v;+0/0r;, Ly, = fi/m-0/0v;, and the equalities Ly L, = Ly Ly,
Ly,Ly; = Ly,Ly, have been used. It is worth emphasizing that the components
L, and L, (as well as Lg) do not commute between themselves. For this reason, the
position and velocity shifts (8) must be performed in the rigorous order as specified
by equation (7) and applied to actual current values of r; and v; within the time
step.

The spin subdynamics is described in equation (7) by the exponential operator
elh where Ls = ", Ls, and Lg, = [w; X s;]-0/0s; with w; = —(g; + G)/h being the
local Larmor frequency. This operator has no simple explicit form, given that the
internal magnetic field g;, acting on each particle, depends on the orientations of
generally speaking (see equation (5)) all other spins of the system. In other words,
it is itself time dependent and is, therefore, not known a priori. A possibility to
obtain the explicit solutions lies in the following. Since all the partial components
Lg, do not commute each other, it is quite natural to find an ST-like decomposition
for the whole set (i = 1,..., N) of these noncommutative operators. Consecutively
(k=1,...,N —1) dividing the subsets (i = k, ..., N) into groups composed of only
two operators (Ls, and Zjvzk +1Ls;) and using the usual ST formula for them, one
obtains

h h
elsh — el | elev-1zelonhelonas | elos 4 O(h?). 9)

Equation (9) constitutes an ST analogue for arbitrary number of operators and
is accurate to the same order as that of the initially truncated (see equation (7))
terms O(h?). Again, other O(h3) decompositions can be introduced. However, only
equation (9) will lead to a scheme with minimal number of local field recalculations.

The problem is now much simplified because, according to equation (9), each
current value of s; is updated spin by spin at a fixed instantaneous Larmor frequency
w;, and this case allows analytical solutions. The result is

el=iTs(t) = (I + W, sin(w;7) + Wf(l - cos(wir)))si(t) = 0O;(t,7)si(t), (10)
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where ©;(t, 7) denotes an orthonormal (@™ = I) matrix which rotates around axis
w; on angle w;7, and W; = W (w;) is a skewsymmetric matrix (W3 = —Wjg,) with
the elements Wxy = —wz/w, Wxz = wy/w, Wyz = —wx/w. The trigonometric
functions can be avoided in view of the fact that the above decompositions are
only correct within O(h?) uncertainty. It is, therefore, sufficient to replace them by
rational counterparts, cos & = (1—£2/4)/(1+£2/4)+0O(&3) and sin€ = £/(1+£%/4)+
O(&3), which maintain the orthonormality of ©. Then the spin rotation reduces to

Leg (4 _Si(t)+[wixsi(t)]7—+%(wi(wi'si(t))_%(wi'wi)si(t))TQ o
e iTsi(t) = 1+i(wi7)2 +0O(77). (11)

This completes our spin liquid dynamics (SLD) algorithm of the second-order.

It can be shown readily that the algorithm derived generates solutions which are
time reversible and symplectic. Indeed, the initial propagator was decomposed (see
equations (6), (7) and (9)) into subparts symmetrically, and, as a consequence, the
final expressions for r;, v; and s; will be invariant with respect to the transformation
h — —h. Furthermore, simple shifts (8) applied separately in position and velocity
space do not change the phase volume. These properties are very important for
our purpose because, as is now well established [20,21], the stability of an algorithm
normally follows from its time reversibility and symplecticity. Another nice property
of the SLD integrator is its exact conservation of individual spin lengths (rotations
given by equation (10) or (11) do not change the norm of vectors). This is crucial
as well, since the condition |s;| = const represents a major part of the definition for
the model.

3.2. Higher-order versions

In many MD applications the accuracy achieved by second-order schemes is quite
sufficient to obtain reliable results. However, if very high precision is required, higher-
order algorithms may appear to be more efficient. The reason of this is that within
these algorithms the truncation errors decrease more rapidly with decreasing of the
step size. Applying very accurate MD integrators is especially important at phase
transitions, for long-time correlated properties or when investigating derivatives of
the thermodynamic functions.

A possibility to construct higher-order versions of the SLD algorithm lies in
employing a so-called multiple staging technique [23]. This technique was used earlier
for lattice spin dynamics [18] in the framework of usual ST decompositions. It was
realized by us that the multiple staging integration can be performed with slight
modifications within our approach as well. As a result, we have obtained the following
expression

P
p(t+h) = [ Dt &h)p(t) + O(RT) (12)
p=1

for the ¢-th order propagation, where the coefficients £, are chosen at a given number
P to provide the highest possible value of ¢. For example, the fourth-order (¢ = 4)
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algorithm (SLD4) can be directly derived from equation (12) using P = 5 and
the coefficients &, = & = & = & = € = 1/(4 — 4'/3), and & = 1 — 4¢. That is
very interesting, these coefficients coincide with those found within the usual ST
decomposition of exponential operators [23]. At P = 1 and &; = 1, equation (12)
reduces to the second order SLD algorithm.

It is worth remarking that within the higher-order versions (¢ > 2), the individual
spin propagation must be carried out using exact rotations (10) rather than their
second-order counterparts (11). Alternatively, the trigonometric functions can be
avoided in equation (10) again, but then more precise rational approximations should
be considered for them. In particular, the forth-order approximations are:

£ — 58 1— 38+ 3¢
1+ 5824 756 1+ 582 4 756
Expressions (13) ensure the orthonormality of ® and may be used within the SLD4
integration. Clearly, the fourth-order version SLD4 is time reversible since the mul-
tipliers £, enter symmetrically into equation (12). Moreover, it conserves the phase
volume and individual spin lengths because the conservations are observed at each

stage p. The corresponding versions with ¢ > 4 can also be explicitly introduced but
they appear to be too demanding for practical calculations.

+0(&%), cosé = +0(&%).  (13)

sin§ =

3.3. Multiple time scale integration

The existence of fast and slow processes in the system allows one to improve
the efficiency of the decomposition integration using a multiple time scale (MTS)
approach. The main idea of this approach is based on using a short time step for the
rapidly varying strong forces, and a large time step for the smooth weak forces arising
from the interactions at long interparticle distances. Then the most time-consuming
slow forces will be recalculated less frequently saving significantly the computer
time. Note that the MTS technique was originally constructed [22] to integrate pure
liquid dynamics. Here we consider a question of how the MTS integration can be
adapted to our SLD/SLD4 algorithms.

A way to realize this consists in splitting the liquid potential ¢;; into fast
(rij < R) and slow (r;; > R) varying subparts which correspond to the repulsion
(de;j/dri; < 0) and attraction (dey;;/dr;; > 0) intervals of the interparticle distance
r;;. Then the total translational force (4) can be presented as the sum f; = fi(f) + fi(s)
of two terms,

N
(0 = - % depi; rij

im0
N N
s depij i dJij ( & & z 2\ | Lij
fi() = - Z —J—] + Z [?] (sisj +S?S?+A3i5j):|ﬁ’ (14)
(#iri2R) iG#y Y Y
associated with the fast fi(f) and slow fi(s) varying subforces, respectively. This results
into the separation Ly, = LY+ LE,Si) of the velocity part of the Liouville operator,

K3
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where LE,? = %fi(f)-£ and LE,SZ.) = %fi(s)-i_. Acting similarly as in the case of the
derivation of ST-like decompositions (7) and (9), taking into account the above sep-
aration of Ly, and collecting the fastest exponential operators inside the innermost
cycles we obtain
p(t+h) = el [eLg)ﬁeL”%eLg)ﬁ} keLsh [eLg)ﬁeLr%eLg)ﬁ] keLS’S)%p(t) =D"p(t),
(15)
where eV)7 = IL eIV and VT = IL elviT, During such a MTS integration the
high energy collisions between particles at r;; < R are described more accurately by
decreasing the time step to h/k, where k > 1 is a parameter of the method.

Of course, the MTS integration requires additional computational efforts for
performing 2k recalculations of fi(f). But they will be compensated completely by
using larger time steps h being within the same accuracy. On the other hand, using
the same time step for both the MTS (15) and usual (7) integrations, the precision of
the calculations can be improved considerably with very little computational costs.
This is so because the processor time needed to update fi(f) appears, as a rule, to
be much smaller (at appropriately chosen values for the multistep parameter k£ and
R) than that to evaluate long-ranged term fi(s). Note that setting R — 0 (then

fi(f) — 0 and fl-(s) = f;), the MTS spin dynamics propagation (15) reduces to the
usual single time step SLD integration (7). It is also possible to implement the MT'S
technique within the SLD4 integration. Therefore it necessary to formally replace in

equation (12) the propagator D(¢, h) by their MTS analogue D™ (¢, h).

4. Applications to a Heisenberg ferrofluid model

Our MD studies were based on an isotropic (A = 1) Heisenberg ferrofluid model
at the absence of an external magnetic field (G = 0). The Yukawa function [6] has
been used to describe the spin-spin interactions. This function was truncated at
R. = 2.50 and shifted to be zero at the truncation point to avoid force singularities,

J(r) = 6{%6Xp<0;r)_l%ce)<p<a;&)] e (16)

0 , r=> R

The liquid subsystem was modelled by a soft-core potential [21],

de[(o/r)'2 = (a/r)] + € r<2/%: =R
p(r) =

17
0 , r=>R (17)

Here o denotes the diameter of particles, whereas € and € are the intensities of the
spin-spin and core-core interactions, respectively. The simulations were carried out
in the cubic box (employing periodic boundary conditions) with N = 1000 spins at
a reduced density n* = %03 = 0.6, a reduced temperature 7% = kgT'/e = 1.5 <
Ty (where T} =~ 2.06 is the critical temperature of the system [24]), a reduced
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core intensity /e = 1, and a dynamical coupling parameter d = o(me)'/?/h = 2.
This parameter presents, in fact, the ratio 7, /7, where 7, = o(m/e)/? and 7, =
h/e are the characteristic time intervals of varying translational and spin variables,
respectively.

As far as we shall investigate a ferrophase and deal with a microcanonical
(NVES) ensemble, a non-zero magnetization of the system should be specified ad-
ditionally. This quantity was taken from our separate single MC simulation [24],
(S)o/N = 0.6536 + 0.0001, where ( )¢ denotes the canonical averaging (the finite-
size effects were estimated to be less than 1%). The MC simulation was performed
using a biasing scheme [25] for sampling orientational degrees of freedom. Note
that such a magnetization could be determined in MD simulations too, but then
a canonical ensemble should be considered. This requires thermostatic forces and
virtual magnetic fields to be included in the equations of motion, but this is beyond
the scope of this paper.

All test runs were started from an identical well equilibrated configuration. The
recalculation of local magnetic fields during spin subdynamics propagation (9) took
approximately the same processor time as that of translational forces, spending in
total 0.5 sec per step on the Origin 2000 workstation. It is worth emphasizing that
contrary to pure spin dynamics [18] (when auxiliary MC cycles are involved to gen-
erate configurations as initial conditions for equations of motion), the equilibration
of our system can be performed within NVES MD simulations exclusively (where
the initial values for s; should be generated at the very beginning of the equilibration
in order to fulfill the constraint S = (S)). This is possible due to the presence of
energy exchange between the spin and liquid subsystems.

The MD results for the total energy E* = E/e and total spin S as depending
on the length ¢ of the simulations are presented in figure 1 (subsets (a)—(d) and
(e)—(h), respectively). Four time steps, namely, h* = h/7, = 0.00125, 0.0025, 0.005
and 0.01, were used to integrate the equations of motion within our decomposition
SLD algorithm of the second order (equations (7)—(9) and (11)). For the purpose of
comparison, the results obtained by us using a well established Adams-Bashforth-
Moulton (ABM) predictor-corrector scheme [17] of the fourth-order are also included
in figure 1 (dashed curves in subsets (a) and (b)). We mention that in this scheme
the dynamical variables are first predicted, p(t + h) = p(t) + [55p(t) — 59p(t —
h) + 37p(t — 2h) — 9p(t — 3h)]h/24 + O(h®), and further iteratively corrected as
p(t+h)=p(t)+[9p(t + h) + 19p(t) — 5p(t — h) + p(t — 2h)]h/24 + O(h®), where
in our case p = {v;,f;/m,|w;Xs;]}. As can be seen from figure 1 (a), the ABM
integrator exhibits similar equivalence in energy conservation at the smallest time
step h* = 0.00125. However, this and other similar predictor-corrector schemes are
neither reversible nor symplectic, and there is no evidence that the extra order
obtained is relevant, since they have a very narrow region of stability and cannot be
used for larger step sizes. This is demonstrated in figure 1 (b) for the ABM integrator
(see dashed curve), where the total energy deviates systematically from the initial
level leading to the fluctuations at the end of the run which exceed the fluctuations
corresponding to the SLD integration (see solid curve) nearly 50 times! Note that
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very small step sizes are impractical because then too much expensive force and
field evaluations should be done during the typical observation times. Moreover, the
ABM scheme appears to be about 2 times slower even if one iteration only is applied
within the corrector procedure.

0.991395 000155 (a) 0.6535856 500155 (e)
N N

0.991275 WL N 0.6535852
. ) %)

0.991155 0.6535848
0.992400 (b) 0.6535870 00055 (f)
S N

0.991675 N 0.6535852
<3 %)

0.990950 0.6535834
0.992275 (c) 0.6535934 (g)
N N

0.991275 N 0.6535852
K %)

0.990275 : : : 0.6535770
0.999275 =001 (d) 0.6536254 (h)
< 5

0.991275 v D\ 0.6535852
<3 %)

0.983275 : - : 0.6535450 : - :
0 25000 50000 75000 100000 0 25000 50000 75000 100000
t/h t/h

Figure 1. The reduced total energy E*/N (subsets (a)—(d)) and magnetization
S/N ((e)—(h)) per spin as functions of the length ¢/h of the simulations performed
on a Heisenberg ferrofluid within the decomposition SLD (solid curves), ABM
predictor-corrector (dashed curves in (a) and (b)), SLD4 (dashed curve in (e)),
and MTS (solid curves in (c) and (d)) algorithms at four fixed time steps: h* =
0.00125 ((a), (e)); 0.0025 ((b), (f)); 0.005 ((c), (g)); and 0.01 ((d), (h)). The initial
levels E*(0)/N and S(0)/N are plotted by the thin horizontal line.

No systematic drift in E(t) and S(¢) was observed within our decomposition
SLD algorithm at time steps up to h* = 0.01 over a length of ¢/h = 100 000.
The precision of the algorithm was measured in terms of the ratio I'p = (((E(t) —
E(0)%)/{(U(t) —U(0))2))"/? of total E and potential U energy fluctuations. Taking
into account that for our system ((U(t) — U(0))2)"/2? ~ 0.0335, we have obtained:
e~ 0.12%, 0.28%, 0.98% and 7.7% for the time steps h* = 0.00125, 0.0025, 0.005
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and 0.01, respectively. It is a common requirement, the ratio I' gz should not exceed
one or two per cent to properly reproduce features of microcanonical ensembles. As
we can see, time steps of h* < 0.01 satisfy this requirement and, thus, they can be
used for precise calculations. The case h* ~ 0.01 can also be acceptable when the
precision is not so important, for example, in hybrid MC simulations [26], where
only the time reversibility is required to satisfy detailed balance.

Note that the decomposition and ABM methods lead to the total momentum
conservation within machine accuracy (~ 107! in our program code). The reason
is that all velocities are updated simultaneously and the interparticle forces can be
evaluated exploiting the third Newton law. For similar reasons, the ABM integra-
tion maintains the total magnetization S (but it does not conserve individual spin
lengths). During the decomposed integration the magnetization will not be conserved
exactly. However, the fluctuations appear to be very small (see figure 1 (e)-(h)) and
consist ((S(t) — 8(0))2)Y/2/N =~ 1077,5-1077,2-107% and 10~° at h* = 0.00125,
0.0025, 0.005 and 0.01, respectively.

An example on the total energy conservation obtained within the fourth-order
SLD4 integration (equations (7)—(10), (12) and (13)) at h* = 0.01 = Ayay is shown
in figure 1 (d). The energy fluctuations are decreased in this case approximately two
times, i.e., I’g‘)(hmax) = I'g(hmax)/2. This compensates to some extent the additional
computational efforts needed to evaluate high-order expressions (12). However, the
SLD4 algorithm allows to reduce the magnetization deviations to a negligible small
level which even for the greatest time step hyax = 0.01 does not exceed about 3-1077.
Moreover, the time efficiency of the SLD4 algorithm will increase with decreasing of
the step size, because the energy fluctuations tend to zero in this case as Tg) (h) ~ h?
at h — 0, i.e., much faster than during the second-order SLD integration, where
T'z(h) ~ h?. The limiting value h at which the integration will be performed with
the same efficiency both for SLD and SLD4 algorithms can be estimated using the
relation I’g)(ﬁ) — I'g(h/P), where the fact that the five-stages SLD4 algorithm is
in factor P = 5 slower than has been used. Then in view of the explicit dependence
of I'p and 1"534) on h and the above boundary condition Tg‘)(hmax) = I'g(hmax)/2
one obtains that h = hmax\/ﬁ/ P =~ 0.003. Therefore, the forth-order version SLD4
can be recommended if the total energy should be conserved with the precision
Ti(h/P) = T p(hmax) (B/) (hmax P))? = T 5 (humax )2/ P* & 0.025% or better.

Finally, the function E(t) corresponding to the MTS integration (equations (9),
(11) and (15)) is plotted in figure 1 (c¢) and (d). The multistep parameter k (ap-
pearing in equation (15)) was chosen to be equal to 3. As can be seen, the MTS
algorithm conserves the total energy more accurately than the usual SLD integrator.
For instance at h* = hy.x, the relative energy fluctuations are reduced in factor four,
e, T8 (hmax) = T'e(hmax) /4. To achieve such a reduction within the usual scheme,
it is necessary to decrease the step size h two times, and thus to increase the pro-
cessor time by 100% for covering the fixed interval of integration. Within the MTS
algorithm, the processor time needed to perform additional 2k evaluations of fast
varying forces consists of 45% only on the total computational time. Note that the
fast varying forces fi(f) were updated in our case in ~ (R./R)* = (2.5/2(1/6))% ~ 11
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times faster than the long-ranged terms fl-(s). The efficiency of the MTS integration
will further increase (for larger systems) with increasing of the ratio R./R.

5. Investigation of collective excitations

The dynamic behaviour of the Heisenberg fluid was investigated by measuring
the spectra F(k,w) = 5= [ F(k,t)e”™d¢ of collective density-density Fy,(k,t),
spin-spin 27T (k,t), and spin-density FL (k,t) time correlation functions,

an(k}’ t) = <Z elk r;(0)—r;(t)) > :
FSISJ7T(]€7 t) = < Z SL T . t) ik (r;(0)— rJ(t))> ,

FL(k,t) = <Zs ik (ri(0) rf<t>>>ng;(k,t). (18)

Note that the superscripts (L) and (T) refer to the longitudinal and transverse
components of s; with respect to the magnetization vector S rather than with respect
to k. The time correlation functions (18) were calculated using our SLD algorithm
at h* = 0.005, and the microcanonical averaging ( ) was taken over a length of 100
000 steps. This length is sufficient for the highest frequency resolution of F'(k,w).
Ten independent runs with different initial equilibrium configurations were carried
out to reduce the statistical noise.

The wavevector-dependent correlation functions Fy,(k), Ft(k), FLl(k), and
FL(k) obtained in the static limit (¢ = 0) are shown in figure 2. The density-density
structure factor Fy,(k) is related to a binary distribution function of magnetic par-
ticles averaged over their spin orientations. At intermediate and large wavevector
values of k this factor has a similar shape as that corresponding to pure liquid sys-
tems [27]. However, at small wavevectors we can observe deviations from the liquid
behaviour. For example, the function F,,(k) has an additional minimum at ko ~ 1.5
(see subset (a)) that is caused by the existence of spin-spin interactions. The spin-
density structure factor FL (k) varies on wavevector like Fy,,(k), but it appears to
be shifted down at not very small k. This is so because in the infinite-wavevector
regime k — oo the function FX (k) should tend to the magnetization S/N = 0.6536
of the system which cannot exceed unity, whereas limy_,, Fin(k) = 1 by definition.

At the same time, the transverse F.L(k) and longitudinal FL(k) components of
the spin-spin static correlation function differ between themselves in a characteristic
way (see subset (b) of figure 2). While the transverse function tends to infinity at
k — 0 (this manifests itself the presence of Goldstone modes), the longitudinal
component in this regime accepts finite values related to the magnetic susceptibility
of the system. Note that the difference between F.(k) and FL(k) is due to the
fact that we are investigating a ferrophase. In the case of a paraphase when the
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Figure 2. The static density-density Fy,(k) and spin-density F (k) (subset (a))
as well as transverse F. (k) and longitudinal FZ(k) spin-spin (subset (b)) corre-
lation functions of a Heisenberg ferrofluid as depending on wavenumber.

magnetization is equal to zero (at the absence of an external field), these functions
will be identical.

The density-density Fy,(k,w) and longitudinal spin-density FL(k,w) dynamic
structure factors are plotted in figures 3 and 4, respectively. We have used a nondi-
mensional presentation, F*(k,w) = F(k,w)/7,, for all the spectral functions with
w* = Wiy and k* = k/kpin, where ki, = 27/V/3 ~ 0.53 /0 is the smallest accessible
wavevector. The peak observed in F,,(k,w) at non-zero frequency w = wg(k) # 0 for
each wavevector value k # 0 should be associated with a propagator sound mode
well established for liquid systems [27,28]. This peak is especially visible in subset (a)
of figure 1 corresponding to the smallest wavevector k = k.. At the same time,
a maximum of Fy,(k,w) at w = 0 represents the well-known diffusive heat mode.
Therefore, like pure liquids the density spectrum of the Heisenberg ferrofluid can be
expressed in terms of one heat and two complex-conjugate sound modes with the
dispersion w(k). The spin-density function FL(k,w) behaves similar to Fy,(k,w).
Note that the transverse component F.L(k,w) vanishes for arbitrary values of k and
w because of (sT) = 0.

Consider, finally, the process of spin relaxation described by the wavevector- and
frequency-dependent transverse F.L (k, w) and longitudinal FX(k, w) parts of the spin-
spin correlation function. These functions are shown in figures 5 and 6, respectively.
For the transverse function F.l(k,w) we have identified one peak at w = wi (k) for
each wavevector k considered. This peak is very sharp at small k (see subset (a)
of figure 5) and shifts to the right with increasing k (see subsets (b), (c¢) and (d)).
Like lattice systems, such a quasiparticle behaviour should be associated with the
existence of transverse spin waves in the Heisenberg ferrofluid. Up to three maxima
were observed (see figure 6) for the longitudinal function F(k,w). In particular at
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Figure 3. The density-density dynamic structure factor of a Heisenberg ferrofluid
as a function of reduced frequency w* at four fixed values of reduced wavenumbers:
k* =1 (subset (a)), k* =2 (b), k* =3 (c), and k* =5 (d).

a b

o1 | i) o1 | Fai )]
0.01 ¢
0.001

0.1 ¢ Foi(k,w)

0.01 | 0.01 |
0.001 0.001 | fx=5 \

0.1 ! 10 0.1 ! 10
w* w*

Figure 4. The spin-density dynamic structure factor of a Heisenberg ferrofluid as
a function of reduced frequency w* at four fixed values of reduced wavenumbers:

k* =1 (subset (a)), k* =2 (b), k* =3 (c), and k* =5 (d).
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Figure 5. The transverse spin-spin dynamic structure factor of a Heisenberg
ferrofluid as a function of reduced frequency w* at four fixed values of reduced
wavenumbers: k* = 1 (subset (a)), ¥* =2 (b), k* =3 (c¢), and k* =5 (d).

(b)

0.1 0.1 F“:SL(]C’OJ)
0.01 | 0.01
0.001 k 0.001

(c) (d)

o1l o1 Fit(k, o)
0.01 0.01 F
0.001 F 0.001 t \

0.1 1 10 0.1 1 10
w* w*

Figure 6. The longitudinal spin-spin dynamic structure factor of a Heisenberg
ferrofluid as a function of reduced frequency w* at four fixed values of reduced

wavenumbers: k* = 1 (subset (a)), ¥* =2 (b), k* =3 (c), and k* =5 (d).
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k* =1, the frequency positions for these maxima are: wf(l) =0, wI’j(Q) ~ wi ~ 1 and
wi® ~ wr &~ 2.37. While the first maximum at w = 0 corresponds to pure diffusive
relaxation processes, the position of the second maximum coincides with that of the
transverse spin wave peak, indicating the possibility for propagation of longitudinal
spin waves as well (which however are dumped more rapidly). The origin of the
third maximum can be explained by direct effect of the liquid subsystem on spin
relaxation, since its position coincides completely with the sound mode peak in the
density spectrum.

In general, the results obtained for dynamic structure factors are in good agree-
ment with predictions of [29]. The additional possibility of longitudinal spin wave
propagation in magnetic liquids at sound frequency can be considered as a new
effect which has yet to be quantitatively described in theory as well as observed
experimentally.

6. Conclusion

Starting from the Liouville operator formalism in tandem with Suzuki-Trotter-
like decompositions of exponential operators, we have devised and tested a class of
new algorithms for numerical integration of the equations of motion at the presence
of both liquid and spin subsystems. The greatest advantages of the new algorithms
over standard predictor-corrector schemes can be summarized as follows: (i) sym-
plecticity and time-reversibility, (ii) exact conservation of individual spin lengths,
(iii) explicitness (no iteration), (iv) much more accuracy in the total energy con-
servation. Moreover, their excellent stability makes it possible to apply much larger
time steps that may lead, therefore, to a substantial speedup of MD simulations on
magnetic liquids.

As an example of an interesting physical system we have studied a three-dimensi-
onal isotropic Heisenberg ferrofluid model. Using the algorithms proposed has al-
lowed one to determine quantitatively the density-density, spin-spin and spin-density
dynamic structure factors for the first time. As a result, we have shown that like
pure liquid systems the density spectrum can be described by one diffusive heat
and two propagative sound modes. At the same time similar to spin lattices, the
propagative transverse and longitudinal spin excitations are made of one primary
wave peak at each wavevector. In the spectrum of longitudinal spin excitations, one
secondary wave peak has been predicted additionally for the Heisenberg ferrofluid.
It has been identified that the frequency position of this peak is identical to that of
a sound mode. This result evidently follows from the effect of the liquid subsystem
on spin dynamics.

The presence of a secondary wave peak in magnetic liquids indicates the possi-
bility of longitudinal spin wave propagation at sound frequency. Such propagation
should be considered as a new effect which has yet to be directly tested experimen-
tally. The question of how to describe quantitatively this effect in theory will be a
subject of our further studies.
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CniH-AMHaMIi4YHi pO3paxyHKN KOJIEKTUBHUX 30yA)KEeHb Y
MarHiTHUX piaMHax

I.M.OmensH ', .M.Mpurnopg, 2, P.donbk ?

IHCTUTYT ®i3ukn koHaeHcoBaHnx cuctem HAH YkpaiHu,
79011 JibBiB, ByN. CBEHLjUBKOrO, 1

IHCTUTYT TeOpPeTUYHOT Pi3nku, YHiBepcUTeT M. JTiHL,
AnbteHbeprwTpacce 69, A-4040 JliHu, ABCTpist

Otpumano 29 keiTHa 2000 p.

MpOnNOHYETLCA HOBMI NiOXiA 00 LOCNIOKEHHS ANHAMIYHMX BNACTUBOCTEN
CMiHOBUX PiOVIH Y KOMM’IOTEPHOMY ekcrnepuMeHTi. MMiaxia 6a3yeTbes Ha
dopmaniami onepatopis Jliysinnga anga onucy aminbTOHOBOI AMHAMIKN Y
NnoeaHaHHi 3 MeToA0M (pakTopu3aLLii eKCNOHEHTHUX NponaraTopis TUNy
Cy3syki-TpoTtTepa. Y pe3dynbraTti PO3BUHYTO CYKYMHICTb HOBUX aNrOpUTMIB
0119 YUCJIOBOIO IHTErpyBaHHA PIBHAHb PYXY 3@ HASABHOCTI K TpaCHsALLn-
HUX, TaK i CNiIHOBMX CTYMNEeHen BiNbHOCTI, ki 30epiratoTb ¢a3oBuii 06'em
i € 4aco-3BOPOTHIMU. [lOKa3aHo, WO Ui anrOPUTMMN MOXYTb BUKOPUCTO-
BYBaTUCS Y KOMM’IOTEPHUX pO3paxyHKax i3 HabaraTo GiNbLUMMK YaCOBU-
MU KPOKaMWU MOPIBHAHO 3 TUMMW, SIKi NPUTaMaHHi CTaHOaPTHMM NPOrHO30-
KOPEeKTOBaHMM cxemMmaM. Lle Ham fgano 3mory BrnepLue BUKOHATU Npsmi
PO3paxyHKM OUMHAMIYHUX CTPYKTYPHUX (PakTopiB TUMy CHiH-CNiH, CMiH-
rycTuHa i rycTuHa-ryctuHa ans ranseHoepriscbkoi Mmoaeni depodnioiay.
BcTaHoOBNEHO, WO NOAIOHO A0 YNCTUX PiAVH F'YCTUHHMIA CNEKTP MOoXe Oy-
T ONMcaHuii B TEpMiHax TeMNJIoBOi Ta 3BYKOBUX Mo, BogHouac, noai6-
HO [0 CMiHOBUX rPaTKoOBUX CUCTEM,Y depoMarHiTHin ¢asi y no3goBx-
HbOMY Ta Monepe4yHoMy AVHaMIYHUX CTPYKTYPHUX (akTopax ChniH-CriH
SIK OCHOBHWI CrnocTepiraeTbCcs CniH-XBUAbOBUIA Nik. OKpiM Toro, y nos-
LOBXHbOMY AVWHAMIYHOMY CTPYKTYPHOMY akTopi ChiH-ChiH BUSBAEHO
000aTKOBUIA Mik, NosiBa Ikoro nependadanacs Hamu paHiwe [Mryglod 1.,
Folk R. et al., Physica A277 (2000) 389]. YacTtoTHa no3uuis ubOro niky
NMOBHICTIO 36iraeTbCs 3 4AaCTOTOK 3BYKOBMX 30yKEHb, WO Bigobpaxae
BMNJIMB PiOVHHOI NiACUCTEMKM HA CRIHOBY AMHAMIiKy. MOXAMBICTb noLwwmn-
PEHHSA NO3AO0BXHIX CRNiIHOBMX XBUJ1b HA 3BYKOBIl 4aCTOTi CNig, po3rnaaatu
K HOBUI edekT, Wo NoTpebye eKCrnepuMeHTabHOT NepeBipKu.

KniouvoBi cnoBa: laizeHbepriscbka piguHa, criiHoBa pesakcadilis,
KOJIEKTUBHI MOAN, CUMIJIEKTUYHE IHTErpyBaHHs, pakTopuaadii
Cy3yki-TpoTtTepa

PACS: 02.60.Cb, 75.40.Gb, 75.50.Mm, 76.50.+g, 95.75.Pq
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