
Condensed Matter Physics, 2003, Vol. 6, No. 2(34), pp. 347–362

A new approach to the calculation of
the thermodynamic potential of
inhomogeneous electron gas

P.P.Kostrobij, B.M.Markovych
Lviv Polytechnic National University
12 S.Bandera Str., 79013 Lviv, Ukraine

Received March 4, 2003, in final form May 21, 2003

A new approach is proposed to calculate the thermodynamic potential,
which consists in reducing the relevant non-Gaussian functional integral
to its Gaussian form with a renormalized “density-density” correlator. It is
shown that the knowledge of the effective potential of electron-electron
interaction is sufficient to calculate the thermodynamic potential in this
approach.
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1. Introduction

The main task of the equilibrium statistical theory of inhomogeneous systems
is to calculate the thermodynamic functions and statistical distribution functions
[1]. Application of the functional integration method for these calculations [2,3]
enables us to obtain cluster expansion for these functions [1], based on the screened
potential of interaction g(r1, r2). The equation for g(r1, r2) is an integral equation
of convolution type whose analytical solution is a non-trivial problem.

This paper deals with the problem of calculating the thermodynamic potential
Ω of an spacebounded electron gas using the method of functional integration. A
new approach is proposed to calculate the thermodynamic potential, which consists
in reducing the non-Gaussian functional integral to its Gaussian form with a renor-
malized “density-density” correlator. An integral equation has been obtained for the
“density-density” correlator in an approximation which follows the approximation
of random phases (RPA); in a low temperature case, its analytical solution has been
obtained in “constant density” approximation.
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2. The Hamiltonian of the system

We consider the system N of electrons in volume V = SL in the field of a
positive inhomogeneously distributed charge %(R) = %(R||, Z), R|| = (X, Y ), where

X, Y ∈ [−
√

S/2, +
√

S/2], Z ∈ [−L/2, +L/2], the condition of electric neutrality
being present

∫

S

dR||

+L/2
∫

−L/2

dZ %(R||, Z) = eN, e > 0. (1)

The Hamiltonian of such a system is as follows:

H = T + Vee + Vei + Vii , (2)

where

T = − ~
2

2m

N
∑

i=1

∆i (3)

is operator of kinetic energy of electrons (m is mass of electron),

Vee =
1

2

N
∑

i6=j=1

e2

|ri − rj|
(4)

is potential energy of electron-electron interaction,

Vii =
1

2

∫

V

dR1

∫

V

dR2
%(R1)%(R2)

|R1 − R2|
(5)

is potential energy of positive charge,

Vei = −e
N
∑

j=1

ϕ(rj) (6)

is energy of interaction of electrons with positive charge, ϕ(rj) is the potential cre-
ated by positive charge. Let us assume that this charge is distributed as follows:

%(R) = %0θ(−Z) + ∆%(R), (7)

where %0 = 2N
SL

e, θ(−Z) is Heavyside function, ∆%(R) describes positive charge
distribution in the transitional layer from %0 inside the metal to 0 outside the metal.
It is clear that this deviation is concentrated near the plane Z = 0 and, in fact, it
forms a single-particle potential for electrons, which we call a surface potential and
model it as a potential barrier. Taking this into account, we obtain:

ϕ(r) =

∫

V

dR
%(R)

|R− r| = −1

e
V (r) + %0

∫

V

dR
θ(−Z)

|R− r| , (8)
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where

V (r) = −e

∫

V

dR
∆%(R)

|R− r|

is surface potential. It is a difficult problem to determine ∆%(R). Therefore, we sug-
gest that the surface potential V (r) (which is related to ∆%(R)) should be modelled
as some model potential barrier, thus making it energetically unfavourable for the
electron to leave the metal.

In order to calculate a grand statistical sum of this system, it is convenient to
present the Hamiltonian (2) as a secondary quantization representation. For this
purpose, we introduce single-particle wave functions Ψa(r) and corresponding ener-
gies Ea of the electron in the field of the surface V (r):

[

− ~2

2m
∆i + V (ri)

]

Ψa(ri) = EaΨa(ri), (9)

which we use to construct the representation of the secondary quantization. Due to
the symmetry of our problem it can be assumed that V (r) = V (z), where z is the
electron coordinate normal to the plane XOY , r = (r||, z), r|| is two-dimensional
radius-vector in a plane parallel to XOY . In this case, the energy of the electron
may be represented as follows:

Ea =
~2p2

2m
+ εα , a = (p, α), (10)

where ~p is the electron impulse in a plane parallel to XOY , α is a quantum number
that depends on a specific form of the surface. The wave functions are as follows:

Ψa(r) =
1√
S

eipr||ϕα(z). (11)

We model the surface potential as a potential step of the height W since this
model is relatively simple and adequately reflects the true surface potential. That
is, we assume that

V (z) = Wθ(z). (12)

The eigenfunctions and eigenvalues of this potential are given by the following
expressions:

ϕα(z) = Cα

[

− sin(αz − γα)θ(−z) +
α

s
exp(−καz)θ(z)

]

, εα =
~2α2

2m
, (13)

where the domain of the values of the coordinate normal to the plane XOY is half-
closed interval [−L/2, +∞); α is quantum number, it assumes values that can be
determined from the following equation:

αL

2
+ arcsin

α

s
= nπ, n = 1, 2, . . . , (14)
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which follows from the condition that ϕα(−L/2) = 0; quantity s is related to barrier
height W : W = ~2

s
2/2m; γα = arcsin α/s, κα =

√
s2 − α2. Constant Cα can be

determined from normalization condition
+∞
∫

−L/2

dz |ϕα(z)|2 = 1, (15)

and it is as follows:

Cα =
2

√

L + 2
κα

. (16)

In all the real problems, the potential barrier height is greater than the Fermi
level, that is W > µ [4].

In the secondary quantization representation constructed by means of wave func-
tions (11), the Hamiltonian of the system becomes:

H =
∑

p,α

Eα(p)a†
α(p)aα(p) − 1

2S
N
∑

q

′

ν(q|0) +
1

2SL

∑

q

′
∑

k

νk(q)ρk(q)ρ−k(−q),

(17)
where

ρk(q) =
∑

p,α,α′

〈α|e−ikz|α′〉a†
α(p)aα′(p − q) (18)

is mixed Fourier-representation of local density of electrons,

〈α| · · · |α′〉 =

+L/2
∫

−L/2

dz ϕ∗
α(z) · · ·ϕα′(z), (19)

ν (q|z − z′) = 2πe2

q
e−q|z−z′| is two-dimensional Fourier-image of Coulomb interac-

tion, q = (qx, qy), qx,y = 2π√
S
mx,y, mx,y = 0,±1,±2, . . .; νk(q) = 4πe2/(q2 + k2) is

Fourier-image of Coulomb interaction, k = 2π
L

n, n = 0,±1,±2, . . .; a†
α(p), aα(p)

are operators of electron creation and annihilation, respectively, in the state (p, α);
N =

∑

p,α a†
α(p)aα(p) is operator of the number of particles. The stroke near the

sum in formula (17) means the absence of terms for q = 0, which is due to the
condition of electric neutrality (1).

3. Functional representation of a grand statistical sum

The grand statistical sum

Ξ = Sp exp [−β(H − µN)] , (20)

that determines the thermodynamic potential of the system: Ω = − ln Ξ/β and other
thermodynamic functions, in the interaction picture becomes:

Ξ = Ξ0 exp

(

β

2S
N
∑

q

′

ν(q|0)

)

Ξint , (21)
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where Ξ0 = Sp exp(−βH ′
0), H ′

0 = H0 − µN , H0 =
∑

p,α Eα(p)a†
α(p)aα(p) is Hamil-

tonian of non-interaction system, µ is chemical potential,

Ξint = 〈S(β)〉0, 〈. . .〉0 =
1

Ξ0
Sp
(

exp(−βH ′
0) . . .

)

, (22)

S(β) = T exp



− 1

2SL

β
∫

0

dβ ′
∑

q

′
∑

k

νk(q)ρk(q|β ′)ρ−k(−q|β ′)



 , (23)

ρk(q|β ′) = eβ′H′
0ρk(q)e−β′H′

0 , (24)

where T is the symbol of chronological ordering of “times” β = 1/θ, θ is thermody-
namic temperature.

For further calculations it is convenient to go over to spectral representation:

ρk(q|ν) =
1

β

β
∫

0

dβ ′eiνβ′

ρk(q|β ′), ρk(q|β ′) =
∑

ν

e−iνβ′

ρk(q|ν), (25)

where ν = 2π
β

n (n = 0,±1,±2, . . .) are Bose frequencies. Then (23) becomes:

S(β) = T exp

[

− 1

2SL

∑

q

′
∑

k

∑

ν

νk(q)ρk(q|ν)ρ−k(−q| − ν)

]

. (26)

In order to simplify approximation S(β) according to (22) we go over to func-
tional representation for S(β) [2,3], using Stratonovich-Hubbard identity [5]

exp

[

−1

2

N
∑

n,m=1

An,mynym

]

=

= det(A)−1/2

+∞
∫

−∞

N
∏

n=1

dxn√
2π

exp

[

−1

2

N
∑

n,m=1

xn

(

A
−1
)

n,m
xm + i

N
∑

n=1

xnyn

]

, (27)

where i is imaginary unit, A = ||An,m|| is symmetric matrix, then for (26) we obtain:

S(β) =
∏

q

′
∏

k

(

β

SL
νk(q)

)−1/2

×
∫

(dω) exp

[

−1

2

∑

q

′
∑

ν

∑

k

(

β

SL
νk(q)

)−1

ωk(q|ν)ω−k(−q| − ν)

]

× T exp

[

i
∑

q

′
∑

k

∑

ν

ωk(q|ν)ρk(q|ν)

]

, (28)
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where (dω) is phase space element

(dω) =
∏

q>0

∏

k>0

∏

ν>0

dωc
k(q|ν)√

π

dωs
k(q|ν)√

π
, (29)

ωk(q|ν) = ωc
k(q|ν) + iωs

k(q|ν), (30)

ωc
k(q|ν) = ωc

−k(−q| − ν), ωs
k(q|ν) = −ωs

−k(−q| − ν). (31)

Note that due to the fact that operator variables ρk(q|ν) are in (28) under sign
T -ordering, it is impossible to integrate by β ′ in (25).

For convenience we introduce the following notation: x = (q, ν), then averaging
S(β) according to (22), we obtain:

〈S(β)〉0 =
∏

q

′
∏

k

(

β

SL
νk(q)

)−1/2

×
∫

(dω) exp

[

−1

2

∑

q

′
∑

k

(

β

SL
νk(q)

)−1

ωk(q|ν)ω−k(−q| − ν)

]

× exp

[

∑

n>1

1

n!

∑

x1,...,xn

′
∑

k1,...,kn

M
0
k1,...,kn

(x1, . . . , xn)ωk1
(x1) . . . ωkn

(xn)

]

, (32)

where M
0
k1,...,kn

(x1, . . . , xn) = in〈Tρk1
(x1) . . . ρkn

(xn)〉0,c ∼ δx1+...+xn,0 are the so-
called irreducible mean values (cumulants); the stroke near the sum also means that
q 6= 0, and consequently Mk1

(x1) = 0. Calculation of Mk1,...,kn
(x1, . . . , xn) is made

in [6]. For convenience we introduce the following notations:

1 = (x1, k1), 2 = (x2, k2), . . . , δ1+2 = δx1+x2,0δk1+k2,0, V −1
1 =

(

β

SL
νk1

(q1)

)−1

,

then, the integral from expression (32) becomes:

∫

(dω)J1(ω) =

∫

(dω) exp

[

−1

2

∑

1,2

(

V −1
1 δ1+2 − M

0
1,2

)

ω1ω2

+
∑

n>3

1

n!

∑

1,...,n

M
0
1,...,nω1 . . . ωn

]

, (33)

Calculation of integral (32) is a complicated problem due to the exponential index
having terms with n > 3. Their elimination results in a Gaussian approximation (or
the so-called approximation of random phases). There are various approaches that
aim to go beyond this approximation, that is to take into account the terms from
n > 3 [1,7,8]. As a rule, this is done by means of series expansion of the non-Gaussian
part of the integral (32) with subsequent averaging in Gaussian distribution and
partial summing up of the terms which give the most important contribution. In
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order to avoid these complications we approximate the non-Gaussian integral (32)
with the Gaussian one, introducing the unknown function D1,2:

∫

(dω)J2(ω) =

∫

(dω) exp

[

−1

2

∑

1,2

(

V −1
1 δ1+2 − D1,2

)

ω1ω2

]

, (34)

which we shall seek from the condition that the mean value from ω1ω2, calculated
with non-Gaussian distribution J1(ω) is equal to the mean value calculated with
Gaussian distribution J2(ω):

ω1ω2 = 〈ω1ω2〉G , (35)

where we introduce the following notations:

. . . =

∫

(dω)J1(ω) . . .
∫

(dω)J1(ω)
, 〈. . .〉G =

∫

(dω)J2(ω) . . .
∫

(dω)J2(ω)
. (36)

The mean value of 〈ω1ω2〉G is quite simple to calculate since the averaging is
done with Gaussian distribution:

〈ω1ω2〉G =
(

V
−1 − D

)−1

1,2
= G1,2 , (37)

where G1,2 is effective potential (with an accuracy of up to factor β/S), D = ||D1,2||,
V−1 = ||V −1

1 δ1+2||.
Calculation of the mean value of ω1ω2 is much more complicated, and for this

we use the approach developed in [9,10]. The mean value of ω1ω2 is directly related
to the two-particle correlator M1,2 = i2〈Tρ1ρ2〉, where the averaging is done with
the Hamiltonian of the whole system as follows:

M1,2 = i2
Sp
(

exp[−β(H − µN)]Tρ1ρ2

)

Sp exp[−β(H − µN)]
= i2

Sp
(

exp[−βH ′
0]S(β)Tρ1ρ2

)

Sp
(

exp[−βH ′
0]S(β)

)

=

∫

(dω) exp

[

−1
2

∑

1

V1ω1ω−1

]

d
dω1

d
dω2

〈

T exp

[

i
∑

1

ω1ρ1

]〉

0

∫

(dω) exp

[

−1
2

∑

1

V1ω1ω−1

]〈

T exp

[

i
∑

1

ω1ρ1

]〉

0

= V −1
1

[

V −1
2 ω−1ω−2 − δ1+2

]

. (38)

Function ω−1ω−2 is unknown, and in order to find it in [9,10] a system of equations
was proposed which are treated in the next chapter.

In matrix form, (38) can be written as:

ωω = V + VMV, (39)

and from (37) we find that

〈ωω〉G = V + VD〈ωω〉G . (40)
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From the condition of equality of mean values of 〈ωω〉G and ωω (expression (35))
we obtain:

M = D
(

I + VM
)

(41)

or
D = M

(

I + VM
)−1

, (42)

where I is the unit matrix. Thus, an important result has been obtained: in order to
go beyond RPA one may be confined to the Gaussian form of the functional integral,
substituting the two-particle “density-density” correlator (in which the averaging
was made with the Hamiltonian of an ideal system) with the renormalized “density-
density” correlator in which averaging was made with the Hamiltonian of the whole
system.

Then, we obtain the following expression for the thermodynamic potential:

Ω = Ω0 −
N

2S

∑

q

′

ν(q|0) − 1

2β
ln

∏

x

′
det (G(x))

∏

q

′
∏

k

(

β
SL

νk(q)
) , (43)

where G(x) = ||G1,2(x)||, Ω0 = − ln Ξ0/β is thermodynamic potential of non-
interacting system.

4. Calculation of effective potential

As shown in [11,7,12] for a correct description of exchange-correlation effects it
is sufficient to be confined to four-particle correlations, i.e. in expression (33) to put

M
0
1,...,n = 0, n > 5.

Therefore, in our work we shall confine ourselves to the same approximations in
order to calculate the mean value of ω1ω2 .

In this case the mean value of ω1ω2 is in a complicated way expressed through
the mean values of ω1ω2ω3 and ω1ω2ω3ω4, for which in [9] a chain of equations was
proposed, there being a certain arbitrarity in the choice of the concrete forms of
those equations, which is to a certain extent similar to the ambiguity of splitting of
Green’s function. In [10] a regular procedure is proposed for break and closure of
this chain of equations. Similar to [10] we choose the following equations:

l
∏

j=1

(

d

dωj
+

dF (ω)

dωj

)

= 0, l = 1, 2, 3, 4, (44)

where

F (ω) =
1

2

∑

1,2

′ (

M
0
1,2 − V −1

1 δ1+2

)

ω1ω2 +

4
∑

n=3

1

n!

∑

1,...,n

′

M
0
1,...,nω1 . . . ωn (45)

(see in (33)).
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We solve the system of equations (44) seeking solutions for ω1ω2, ω1ω2ω3 and
ω1ω2ω3ω4 as:

ω1ω2 = ω1ω2
0 + ω1ω2

1 + . . . , (46)

ω1ω2ω3 = ω1ω2ω3
0 + ω1ω2ω3

1 + . . . , (47)

ω1ω2ω3ω4 = ω1ω2ω3ω4
0 + ω1ω2ω3ω4

1 + . . . , (48)

where notation . . .
0

means solution in the approximation of zero sums in x = (q, ν),
all the sums in k being taken into account (we cannot confine ourselves to a finite
number of sums in k since index k is responsible for the inhomogeneity of the system,
and the series will not coincide in the domain of rapid change of electron density).
Unlike this, vector q is responsible for the homogeneity of the system (q is a vector
parallel to the interface) and expansions will be made in plasma parameter λ =
〈τ〉/τTF, which is equal to the ratio of the mean distance between particles to the

Thomas-Fermi screening radius (mean distance 〈τ〉 = (3/4πn)1/3, Thomas-Fermi
screening radius τTF = 1/κTF, n is concentration of electrons).

For further discussion it is convenient to introduce the following notations:

1 = k1, 2 = k2, . . . ; 1 = x1, 2 = x2, . . . ; M
0
1,2(1, 2) = M

0
k1,k2

(x1, x2), . . . ;

δ(1 + 2) = δx1+x2,0, . . . ; δ1+2 = δk1+k2,0, . . . . (49)

In the approximation of zero sums in x equation (44) for l = 2 in those notations
becomes:

M
0
1,2(1,−1)δ(1 + 2) − V −1

1 (1)δ(1 + 2)δ1+2

+ V −1
1 (1)V −1

2 (2)ω−1(−1)ω−2(−2)
0

− P1,2(1, 2)V −1
1 (1)

∑

1′

M
0
1′,2(−2, 2)ω1′(−2)ω−1(−1)

0

+
∑

1′,2′

M
0
1,2′(1,−1)M0

1′,2(−2, 2)ω1′(−2)ω2′(−1)
0

= 0, (50)

where P1,2(1, 2) is the operator of cyclic permutation. It acts on arbitrary function
f1,2(1, 2) as follows: P1,2(1, 2)f1,2(1, 2) = f1,2(1, 2)+f2,1(2, 1). We solve equation (50)
by iterations, assuming that

ω−1(−1)ω−2(−2)
0

= ω−1(−1)ω−2(−2)
0,0

+ ω−1(−1)ω−2(−2)
0,1

+ . . . , (51)

where notation . . .
0,i

means the following: approximation of zero sums in x and
i sum in k. Substituting (51) into (50) and collecting the whole infinite series we
obtain:

ω−1(−1)ω−2(−2)
0

= V1(1)V2(1)δ(1 + 2)R1,2(1,−1), (52)

where function R1,2(1,−1) satisfies the following integral equation:

R1,2(1,−1) = V −1
1 (1)δ1+2 +

∑

1′

M
0
1,1′(1,−1)V1′(1)R−1′,2(1,−1), (53)
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then, the irreducible mean value of M
0

1,2(1,−1) (in approximation of zero sums in
x) according to (38) is:

M
0

1,2(1,−1) = R1,2(1,−1)−V −1
1 (1)δ1+2 =

∑

1′

M
0
1,1′(1,−1)V1′(1)R−1′,2(1,−1), (54)

taking into account that R1,2(1,−1) = M
0

1,2(1,−1) + V −1
1 (1)δ1+2, we obtain for

M
0

1,2(1,−1) the following integral equation:

M
0

1,2(1,−1) = M
0
1,2(1,−1) +

∑

1′

M
0
1,1′(1,−1)V1′(1)M

0

−1′,2(1,−1). (55)

Note that in a case of a homogeneous system (that is when M
0

1,2(1,−1),
M

0
1,2(1,−1) ∼ δ1+2) integral equation (55) transforms into a common algebraic

one whose solution is as follows:

M
0

1,−1 =
M

0
1,−1

1 − V1M
0
1,−1

, (56)

which coincides with the expression for the cumulant correlation function of an
interacting system [11].

In order to find the next term of expansion of ω1ω2 (46) we consider equation
(44) for l = 2, retaining the terms which are proportional to one sum in x:

C1,2(1,−1) + V −1
1 (1)V −1

2 (1)ω−1(−1)ω−2(1)
1

− P1,2(1,−1)V −1
1 (1)

∑

1′

M
0
1′,2(1,−1)ω1′(1)ω−1(−1)

1

+
∑

1′,2′

M
0
1,2′(1,−1)M0

1′,2(1,−1)ω1′(1)ω2′(−1)
1

= 0, (57)

where the following notation is introduced:

C1,2(1,−1) =
1

2

∑

1′,1′,2′

M
0
1,2,1′,2′(1,−1, 1′,−1′)ω1′(1

′)ω2′(−1′)
0

+
1

2
P1,2(1,−1)

×
∑

1′,2′,3′

∑

1′

M
0
1′,2,3′(1

′,−1, 1 − 1′)M0
1,2′(1,−1)ω1′(1

′)ω2′(−1)ω3′(1 − 1′)
0

− 1

2
P1,2(1,−1)

∑

1′,1′,3′

M
0
1′,2,3′(1

′,−1, 1 − 1′)V −1
1 (1)ω1′(1

′)ω−1(−1)ω3′(1 − 1′)
0
.

(58)

Solving equation (57) by means of iterations (similar to finding ω−1(−1)ω−2(1)
0
),

we obtain the following solution:

ω−1(−1)ω−2(−2)
1

= −V1(1)V2(1)δ(1 + 2)

×
∑

1′,2′

R1,1′(1,−1)V1′(1)C−1′,−2′(1,−1)V2′(1)R2′,2(1,−1). (59)
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The expression for ω−1(−1)ω−2(−2)
1

(59) includes the mean value from three
field variables ω in the approximation of zero sums in x. In order to find this mean
value we consider equation (44) for l = 3 in this approximation:

C̃1,2,3(1, 2,−1 − 2) − V −1
1 (1)V −1

2 (2)V −1
3 (−1 − 2)ω−1(−1)ω−2(−2)ω−3(1 + 2)

0

+ P1,2,3(1, 2,−1 − 2)V −1
1 (1)V −1

2 (2)
∑

3′

M
0
3,3′(−1 − 2, 1 + 2)

× ω−1(−1)ω−2(−2)ω3′(1 + 2)
0

− P1,2,3(1, 2,−1 − 2)V −1
1 (1)

∑

2′,3′

M
0
2,2′(2,−2)

× M
0
3,3′(−1 − 2, 1 + 2)ω−1(−1)ω2′(−2)ω3′(1 + 2)

0

+
∑

1′,2′,3′

M
0
1,1′(1,−1)M0

2,2′(2,−2)M0
3,3′(−1 − 2, 1 + 2)ω1′(−1)ω2′(−2)ω3′(1 + 2)

0
=0,
(60)

where the following notation is introduced:

C̃1,2,3(1, 2,−1 − 2) = M
0
1,2,3(1, 2,−1 − 2)

− P1,2,3(1, 2,−1 − 2)V −1
1 (1)

∑

1′

M
0
1′,2,3(1, 2,−1 − 2)ω−1(−1)ω1′(1)

0

+ P1,2,3(1, 2,−1 − 2)
∑

1′,2′

M
0
1′,2,3(1, 2,−1 − 2)M0

1,2′(1,−1)ω2′(−1)ω1′(1)
0
. (61)

Solving equation (60) by means of iterations, we find an expression for

ω−1(−1)ω−2(−2)ω−3(−3)

in the approximation of zero sums in x:

ω−1(−1)ω−2(−2)ω−3(−3)
0

= V1(1)V2(2)V3(3)δ(1 + 2 + 3)

×
∑

1′,2′,3′

R1,1′(1,−1)V1′(1)R2,2′(2,−2)V2′(2)R3,3′(3,−3)V3′(3)C̃−1′,−2′,−3′(1, 2, 3).
(62)

Similarly, one can find ω−1(−1)ω−2(−2)
2
; for this purpose one must consider

equation (44) for l = 2 in the approximation of two sums in x, find

ω−1(−1)ω−2(−2)ω−3(−3)
1

from equation (44) for l = 3 and

ω−1(−1)ω−2(−2)ω−3(−3)ω−4(−4)
0

from equation (44) for l = 4 and so on.
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Thus, we have found an expression for effective potential g1,2(1) = (S/β)G1,2(1)
as series

G1,2(1) = V1(1)V2(1)R1,2(1,−1)

− V1(1)V2(1)
∑

1′,2′

R1,1′(1,−1)V1′(1)C−1′,−2′(1,−1)V2′(1)R2′,2(1,−1) + . . . , (63)

where the first term of expansion was found in the approximation of zero sums in
x, the second one in the approximation of one sum in x etc. The effective potential

calculation problem has been reduced to finding functions R1,2(1,−1) or M
0

1,2(1,−1)
(since they are related to relationships (54)), which satisfy integral equations (53)
and (54), respectively. Remember that M1,2(1,−1) = i2〈Tρ1(1)ρ2(−1)〉 describes an
electron-electron correlation, the averaging being done with the full Hamiltonian.
Whereas in the function M

0
1,2(1,−1) = i2〈Tρ1(1)ρ2(−1)〉0 the averaging is done with

the Hamiltonian of an ideal system (that is without taking into account Coulomb
interaction). Calculation of M1,2(1,−1) is dealt with in the next chapter.

Substituting expression R1,2(1,−1) = V −1
1 (1)δ1+2 + M

0

1,2(1,−1), into (63) we
obtain:

G1,2(1,−1) = V1(1)δ1+2 + V1(1)M
0

1,2(1,−1)V2(1) − V1(1)C1,2(1,−1)V2(1)

− V1(1)
∑

2′

C1,−2′(1,−1)V2′(1)M
0

2′,2(1,−1)V2(1)

− V1(1)
∑

1′

M
0

1,1′(1,−1)V1′(1)C−1′,2(1,−1)V2(1)

− V1(1)
∑

1′,2′

M
0

1,1′(1,−1)V1′(1)C−1′,−2′(1,−1)V2′(1)M
0

2′,2(1,−1)V2(1) + . . . . (64)

Solving integral equation (55) by means of iteration procedure, one may represent
the solution as an infinite series (in matrix form):

M
0

= M
0 + M

0
VM

0 + M
0
VM

0
VM

0 + . . . ,

then, the first two terms from expression (64) can be written as follows:

V + VM
0
V = V + VM

0
V + VM

0
VM

0
V + . . . = V + VM

0
(

V + VM
0
V + . . .

)

.

Taking into account that
(G0)−1 = V

−1 − M
0 (65)

or as:
G

0 = V + VM
0
G

0 = V + VM
0
V + VM

0
VM

0
V + . . .

is effective potential of electron-electron interaction in a common Gaussian approxi-
mation, that is, dropping the terms with n > 3 in the exponential of expression (33)
we obtain:

V + VM
0
V = G

0. (66)
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Finally the effective potential of electron-electron interaction becomes:

G1,2(1,−1) = G0
1,2(1,−1) −

∑

1′,2′

G0
1,1′(1,−1)C−1′,−2′(1,−1)G0

2′,2(1,−1) + . . . , (67)

where the first term corresponds to the approximation of zero sums in x, the second
term corresponds to one sum in x.

In particular, in a case of a homogeneous system we have the following effective
potential:

G1,−1 = G0
1,−1 −

1

2

(

G0
1,−1

)2
∑

1′

M
0
1,−1,1′,−1′G

0
1′,−1′

− 2
(

G0
1,−1

)2
∑

1′

M
0
1′,−1,1−1′M

0
1,−1′,1′−1G

0
1′,−1′G

0
1−1′,1′−1 + . . . ,

where G0
1,−1 = V1/(1−V1M

0
1,−1) is effective potential of electron-electron interaction

in RPA.

5. Calculation of two-particle correlator in approximation of
zero sums in x

As shown above (see (55)), two-particle correlator M
0

k1,k2
(x,−x) (in the approx-

imation of zero sums in x) satisfies the integral equation

M
0

k1,k2
(x,−x) = M

0
k1,k2

(x,−x) +
β

SL

∑

k

M
0
k1,k(x,−x)νk(q)M

0

−k,k2
(x,−x). (68)

Proceeding to (q, z)-representation, we obtain:

M
0
(x|z1, z2) = M

0(x|z1, z2) +
β

SL2

+L/2
∫

−L/2

dz

+L/2
∫

−L/2

dz′ M0(x|z1, z)ν(q|z − z′)M
0
(x|z′, z2),

(69)
where the following notations are introduced:

A(x|z1, z2) =
∑

k1,k2

exp (ik1z1 + ik2z2) Ak1,k2
(x,−x), A =

{

M
0
, M0

}

; (70)

Ak1,k2
(x,−x) =

1

L2

+L/2
∫

−L/2

dz1

+L/2
∫

−L/2

dz2 exp (−ik1z1 − ik2z2) A(x|z1, z2). (71)

In a case of modelling the surface potential as potential barrier of finite height and
in the approximation of “constant density” (which consists in substituting function
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|ϕα(z)|2 with (1 − pα)θ(−z) + pαθ(z), where pα = sin(2γα)) for β → ∞ second-
order integral equation (69) transforms into first-order integral equation (boundary
transition L → ∞ has been made within the integral) [6]:

M
0
(q, ν = 0|z1, z2) = M

0(q, ν = 0|z1, z2)

− 1

2q

[

(κ2
TF−∆κ)θ(−z1) + ∆κ θ(z1)

]

+∞
∫

−∞

dz exp(−q|z1−z|)M0
(q, ν = 0|z, z2), (72)

where

κ
2
TF =

2e2

π2

+∞
∫

−∞

dp

s
∫

0

dα δ(µ − Eα(p)), (73)

∆κ =
4e2

π2

+∞
∫

−∞

dp

s
∫

0

dα δ(µ − Eα(p)) sin γα cos γα . (74)

Calculation of the function M
0(q, ν = 0|z1, z2) was done in [6], its analytical

expression in “constant density” approximation being:

M
0(q, ν = 0|z1, z2) =

SL2

4βπe2

[

(

κ
2
TF − ∆κ

)

θ(−z1) + ∆κ θ(z1)
]

δ(z1 − z). (75)

Equation (72) can be solved analytically, its solution being:

M
0
(q, ν = 0|z1, z2) = M

0(q, ν = 0|z1, z2) (76)

+
SL2

16βπ2e4

[

(κ2
TF − ∆κ)2θ(−z1)θ(−z2) + ∆κ

2θ(z1)θ(z2)
]

g0(q, ν = 0|z1, z2), (77)

where g0(q, ν = 0|z1, z2) is screened potential in the approximation of “constant
density” (g0 = β

S
G0), which is the solution of integral equation (65)

g0(q, ν = 0|z1, z2) = ν(q|z1 − z2) (78)

+
β

SL2

+∞
∫

−∞

dz

+∞
∫

−∞

dz′ ν(q|z1 − z′)M0(q, ν = 0|z′, z)g0(q, ν = 0|z, z2). (79)

In [6] it is solved as

g0(q, ν = 0|z1 6 0, z2 6 0) =
2πe2

Q1

[

e−Q1|z1−z2| +
Q1 − Q2

Q1 + Q2
eQ1(z1+z2)

]

, (80)

g0(q, ν = 0|z1 > 0, z2 > 0) =
2πe2

Q2

[

e−Q2|z1−z2| − Q1 − Q2

Q1 + Q2

e−Q2(z1+z2)

]

, (81)

g0(q, ν = 0|z1 6 0, z2 > 0) =
4πe2

Q1 + Q2

eQ1z1−Q2z2 , (82)

g0(q, ν = 0|z1 > 0, z2 6 0) =
4πe2

Q1 + Q2
eQ1z2−Q2z1 , (83)

where Q1 =
√

q2 + κ2
TF − ∆κ, Q2 =

√

q2 + ∆κ.
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Function M(q, ν = 0|z1, z2) describes electron-electron correlations, one of which
is in the point z1, and the other in z2. There being no Coulomb repulsion between
electrons M(q, ν = 0|z1, z2) (75) has an abrupt minimum – this corresponds to
the impossibility to find two electrons in one point. Coulomb interaction taken into
account (expression (77)) there occurs additional repulsion, which results in blurring
of this abrupt minimum (the electrons feel each other at a distance).

Thus, the problem has been basically solved concerning the calculation of the
effective potential in a low temperature case, and concerning the thermodynamic po-

tential based on it, since substituting the found function M
0

1,2(1,−1) into expansion
(67) we have got the effective potential of electron-electron interaction.

6. Conclusions

A new approach is proposed to calculate the thermodynamic potential, which
consists in reducing the relevant non-Gaussian functional integral to its Gaussian
form with a renormalized “density-density” correlator. This study is the first to
have obtained a general expression for this correlator (42) for the case of an inho-
mogeneous system. For the case of a homogeneous system, our results coincide with
those obtained in [12]. It is shown that the knowledge of the effective potential of
electron-electron interaction is sufficient to calculate the thermodynamic potential
in this approach.

An expression for the effective potential has been obtained in the form of an infi-
nite series and it is sufficient to find a two-particle correlator in approximation of zero
sums in x to calculate it. For this correlator an integral equation has been obtained
which was solved analytically for a case of low temperatures in “constant density”
approximation. Thus, the problem has been basically solved regarding the calcu-
lation of the thermodynamic potential in an approximation in which four-particle
correlations are taken into account.
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Новий підхід до розрахунку термодинамічного

потенціалу неоднорідного електронного газу

П.П.Костробій, Б.М.Маркович

Нацiональний унiверситет “Львiвська полiтехнiка”
79013 Львiв, вул. С.Бандери, 12

Отримано 4 березня 2003 р., в остаточному вигляді –
21 травня 2003 р.

Запропоновано новий підхід для розрахунку термодинамічного по-
тенціалу, який полягає у зведенні відповідного негаусівського функ-
ціонального інтегралу до гаусівської форми із перенормованим ко-
релятором “густина-густина”. Показано, що в цьому підході для роз-
рахунку термодинамічного потенціалу достатньо знати ефективний

потенціал міжелектронної взаємодії.

Ключові слова: ефективний потенціал, функціональний інтеграл

PACS: 71.45.Gm
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