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Anomauis. IIpononyemocsa mexHono2is CmeopeHHs eeKmpOHHO20 MO3KY O/ IHMENeKMYanbHUX CUCTEM |
anopoioie. Hawe piwuenns npobremu po3eumxy eieKmponHo20 MO3KY — ye Ho8a apXimexkmypd, po3pobiie-
HA HA OCHOGI HO8020 MUNY HEUPOHHUX Mepedic, AKi He Matomb ananoza. Ha ocnogi bazamosumiphux peye-
NIMOPHO-eheKMOPHUX HEUPONOOIOHUX 3POCAIOUUX MEPENC CMBOPEHO MEopiio i MEeXHON02I0 pOo3pOOKU
cucmem 3i wmyunum inmenekmom. Texnonoeis npusnauena Oasi CMeoOpeHHs IHMENeKMYaIbHUX CUucmem i
pobomie pi3Ho2o npusHauenHs, a MmaxKodxic O YNpasiinHa 00'ekmamu, wo Marmes 0amyuk i GUKOHAGYI
mexauizmu. Y nepcnekmugi — OmpuMants NOGHOYIHHO20 wWmyyHo2o iHmenekmy. Mema nonaeae 6 peani-
3ayii WmMy4Ho20 iHMeNeKmy 3 HOB0I0 AKMUBHOIO, ACOYIAMUBHOIO, OOHOPIOHOI0, MAMPUUHOIO CIPYKM)-
poro. L]e 0o3601ums cmeopumu poooOma-noOMiuHUKA 015 TOOUHU, AKUL MOICE POZYMIMU TI0OUHY | NOGHIC-
mi0 3aMiHUMU 1020 8 NOBCAKOEHHIll pobomi abo 6 Hebe3neunux micysax. Enekmponnuti Mo30k modice bymu
suxopucmanuii 'y 0y0b-aKii cepi pobomomexHiky, cmamu GipmyaibHUM NOMIYHUKOM ) 36UYAUHOMY
Komn'tomepi abo y He3aneHCHIll IHMeleKmYanbHill CUCHEM.

Kniouosi cnoea: enekmponnuii MO30K, po3yMHI poOOmMU, WMYYHA NPUYUHA, HEUPOHHI Mepedici, Helipono-
0iOHI 3pocmaroui mepedici, bazamosuMipHi peyenmopHo-eqh)eKmopHi HeUponodiOHi 3pOCmMar4i Mepexci.

Annomauusa. Ilpeonacaemcss mexnonozus co30anusi 2NEKMPOHHOLO MO32a 05l UHMEIEKMYATbHbIX ClU-
cmem u anopoudos. Haute pewenue npobaemuvl pazeumusi 21eKmMpOHHO20 MO32a4 — MO HOBASL APXUMEKNLY-
pa, paspabomannas Ha OCHO8e HOB020 MUNA HEUPOHHBIX cemell, Komopule He umeilom ananoza. Ha ocnoese
MHO2OMEPHBIX PeyenmopHO-9hHeKmopHbIX HEUPONnOOOOHBIX PACmMywux cemell co30aHbl Meopust U mex-
HOO2USL PA3PAbOMKU CUCTEM C UCKYCCIMBEHHBIM UHMELIeKMOoM. TexHonozus npedHasHavena 0as co30ad-
HUSI UHMEIEKMYAIbHBIX CUCEM U POOOMO8 PA3TUYHO20 HA3HAYEHUsl, A MaKxice Oisl Ynpasienus 00bek-
Mamu, UMeIWUxX OamyuKy U UCNOTHUMENbHbIE MEXAHUIMbL. B nepcnexmuee — nonyuenue noiHoyeHHo2o
ucKkyccmeenno2o unmeniekma. Llenv cocmoum 6 peanusayuu UCKYCCMEEHHO20 UHMELIEKMA C HOBOU aK-
MUBHOU, ACCOYUAMUBHOU, OOHOPOOHOU MAMPUYHOU CMPYKMYPOU. Dmo NO3804um co30ams podooma-
NOMOWHUKA OTI51 HeN06EKA, KOMOPBLUL MOMNCeN NOHUMAMb Yel06eKd U ROJHOCHbIO 3AMEHUMb €20 8 HOBCe-
OHesHOU pabome Uil 6 ONACHLIX MeCMAax. DNeKMPOHHBIN MO32 MOJCem Oblmb UCNOb306AH 6 000U Che-
pe pobomomexHuKy, cmamsv GUPMYATbHLIM NOMOWHUKOM 8 0DbIYHOM KOMAbIOMeEpe Ul 8 He3a6UCUMOL
UHMENNEeKMYATIbHOU cucmeme.

Knrwuesvie cnosa: snekmponHulii M0o32, pazymMuble pobompl, UCKYCCMBEHHAS NPUYUHA, HEUPOHHbIE Cemi,
HelponodobHble pacmyujue cemu, MHO2OMEPHbLIE PeYyenmopHo-3Qpexmophbie Hetponododuvlie pacmy-
wue cemu.

Abstract. The technology of creation of the electronic brain for intellectual systems and androids is of-
fered. Our solution of the problem of development of the electronic brain is the new architecture devel-
oped on the basis of a new type of the neural networks which do not have analog. On the basis of the mul-
tidimensional receptor-effector neural-like growing networks the theory and technology of development of
systems with artificial intelligence is created. The technology is intended for creation of intellectual sys-
tems and robots of different function, and also for object management, having sensors and executive
mechanisms. In the long term it is expected the receiving of full-fledged artificial intelligence. The purpose
consists in realizing development of the artificial intelligence with new active, associative, uniform matrix
structure for robots of various applications. It will allow creating robots assistants for the person which
can understand the person and completely replace him in routine work or in dangerous places. The elec-
tronic brain can be used in any sphere of robotics, to be the virtual assistant in the normal computer or
independent intellectual system.
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1. Introduction

In the modern world the development of robotics is a key question. The mankind enters the era of
robotization.

In the solution of the problem of creation of artificial reason a huge amount of money is
invested. The Human Brain Project — the amount of financing — 1 billion euros. The SpiNNaker
project (Spiking Neural Network Architecture) — the amount of financing is £5m. The NeuroGrid
project (Grid technology for neurosciences) — the amount of financing is $4,9 million; The
BrainScaleS Project (Brain-inspired multiscale computation in neuromorphic hybrid systems) —
the amount of financing is €9 200 000. The SyNAPSE project (Systems of Neuromorphic Adap-
tive Plastic Scalable Electronics) — the amount of financing is $102 million.

Now the USA is the leading country in the field of military robotics. The army of the
USA locates more than one thousand military robots which took part in a war in Iraq and in Af-
ghanistan. According to forecasts of military experts, in some years the army of the United States
for 30% will already consist of robots. Development of androids goes fast rates. They are already
able to go quicker, than the infantryman, to be wrung out, do knee-bends, to walk upstairs, to
open a door, to drill the electric drill wall and to do many other things. To make of them the real
soldiers, it was necessary to enclose it in hands the weapon and to teach to use this weapon. They
could in dangerous areas go ahead of soldiers, taking the first blow. When cleaning buildings the
first to open a door and to enter the room, to protect people in dangerous situations and to carry
out other tasks, saving lives of fighters [1].

According to a solution of the manual of the Ministry of Defence of the Russian Federa-
tion in each military district and on fleet groups of fighting robots are created, their regular struc-
ture and governing bodies formed. Russia aims to robotize battle completely. The first experi-
ment of use of robots has been made in operation against fighters Igil. Fighting robots have been
thrown to Syria and tested in fighting conditions [2].

However, availability at the opponent of means of suppression of systems of remote con-
trol interferes with successful conducting combat operations. In this regard, the creation of inde-

pendent intelligent robots which could make inde-
The Central Nervous pendent decisions and carry out objectives is partic-
ularly important. Such robots have to possess the
nervous system similar to the nervous system of the
person.

For the development of the methodology of
creation of androids the analysis of works of psy-
chologists and neurophysiologists on a research of
functioning of the brain of the person has been car-
ried out. As a result of the systems concept the main
functional structures of the brain have been select-
ed.

System

The peripheral nervous
system

2. Main function of neural structures of person
brain

2.1. Nervous system of the person

The nervous system divided on central and periph-
eral (fig. 1). The Central Nervous System (CNS)
Fig. 1. Nervous system of the person consists of the accumulation of nervous cages (neu-
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rons). The CNS main function is the implementation of the simple and difficult reactions of the
organism which have received the name of reflexes. The peripheral nervous system in the basis is
a link between the central nervous system and bodies [3].

2.2. Functional organization of brain

In works of physiologists P.K. Anokhina, A.R. Luriya, E.N. Sokolova, etc. from a position of the
system organization of functions of activity of brain distinguish the following functional systems
and subsystems. The classical option of integrative activity of brain is presented in the form of
interaction of three main functional units (fig. 2):

1) The block of reception and

D;W'W;,,MML processing of touch information — the

‘ ) touch system (analyzer).

Lf“m‘ ? tl}flz';ogygrtr:e?n 2) The block of modulation,
The modulating activation of the nervous system — the
system 2od system modulating (limbic-reticular

PR é ? system) of the brain.
«55 ‘_‘\4\ | |f -:. o o 3) The block of programming,
atl start, and control of behavioral acts —
Hiera. ical. the motor system (the motives analyz-

Y er) [3, 4].
The touch I ® Basic functions of touch sys-
system " tem: detection, perception, detecting
0} of signs, identification of images;
é é %) transfer, conversion and coding of
signals.

. . ....“ .

x . : Receptors perceive to detect

and distinguish primary signals. De-

Fig. 2. Main functional units of nervous system tection and identification signals im-

of the person plement neurons of the cerebral cor-

tex. Transfer, conversion and coding

of signals are carried out by neurons of all layers of touch systems. In touch systems, hierarchical
arrangement of neurons has the ascending character.

The device which is executing wakefulness level adjuster role, and also carrying out se-
lective modulation and updating of priority of this or that function is the modulating system of the
brain. The first source of activation is the internal activity of the organism or its requirement. The
second source of activation is connected with the influence of irritants of the external environ-
ment. Restriction of contact with external environment leads to a considerable decrease in tone
(excitability) in a bark of brain.

‘... It is established that the cerebral cortex along with specific functional contribution
renders the “nonspecific” activating and brake influences on underlying nervous educations. The
cortical influences arriving on the descending fibers represent the rather differentiated organiza-
tion and can be considered as the additional third source of activation” [4].

Motive systems of the brain are organized by the principle of the descending hierarchy.
The special place in the functional organization of the brain is taken by the motive analyzer or
integrative and starting systems. For motive areas, first of all, synthesis of excitation of different
modality with biologically significant signals and motivational influences is characteristic. Fur-
ther, final transformation of afferent influences in qualitatively new form of activity directed on
the fastest output of efferent excitation on the periphery, i.e. on devices of implementation of a
final stage of behavior is inherent to them.
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2.3. Reflex activity of nervous system

The physiologist with world name I.P. Pavlov conducted the research of separate functions of the
organism from positions of self-organization system. The entity of the Pavlov doctrine does not
consist in the one-sided impact of the environment on the organism, and in the active interaction
of the organism with Wednesday. Balancing the organism and the environment is carried out
thanks to the unconditioned reflex activity of the nervous system. Unconditioned reflexes are ac-
tivated by both internal and external agents; perfection of equilibration is provided. But the exter-
nal environment is not constant and unconditioned reflexes are not enough, as stable, stable nerv-
ous relations. There is need of addition their conditioned reflexes [5].

2.4. Unconditioned reflexes

Unconditioned reflexes are genetically set. Inborn reflexes are characterized by a stereotypic se-
quence of implementation of the behavioral act. They arise at their prime necessity, at the emer-
gence of “specific” irritant, to each of them, providing thereby steadfastness of execution of the
most vital functions of organism irrespective of accidental conditions of the environment. Char-
acteristic of unconditioned reflexes is that their implementation is defined internal determinants,
and the external stimulus program.

2.5. Instincts

Difficult complexes of unconditioned reflexes are carried out in the form of instincts. Their reali-
zation defined as internal determinants and external modular program.

2.6. Conditioned reflexes

Conditioned reflexes are got by the organism in the course of its life activity. The conditioned
reflex activity of the organism is reduced to the transformation of indifferent stimulus in the an-
noying signal, thanks to repeated reinforcement of irritation by unconditional incentive. Thanks
to the reinforcement of conditional incentive previously indifferent unconditioned stimulus are
associated in the life of the organism with the biologically important event and by that signals
about the approach of this event.

2.7. Development of brain

Development of brain happens due to the emergence of the new connections. All interactions
with the environment and functions of an organism are controlled by the brain and are caused by
its structural changes. The newborn child has a brain approximately one quarter than at the adult.

Fig. 3. Increase in Number of Communications between neurons in process of cerebral cortex at
children (1-1 months, 2-2 months, 3-1god, 4-2 years)
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The sizes of the neural network of brain increases and nature of nervous communications
become complicated in process of growth of the child, his communication with people, subjects
of the outside world. And a child needs constantly to make decisions. (F. Blum, etc., 1988). In fig.
3 development of neurons and increase in a number of communications between them in process
of cerebral cortex at children during the period from the birth till two years (F. Blum, etc., 1988 is
shown; Conel, 1939, 1959).

2.8. Decision-making

From the moment of the birth and to the death of people is constantly in a status of a need to
make these or those decisions one of which are carried out automatically at the subconscious lev-
el, others become subject of long thought, choice of one of the possible options.

Decision-making process is the derivative of the uncertainty of the situation in which it is
made. At full determinacy when there is no opportunity for alternative actions: the decision is
made unambiguously, automatically, often even without affecting the sphere of consciousness.
Selection process becomes a problem only when — at the system of people — environment is pre-
sent uncertainty in relation to the implementation of the actions directed on achievement of defi-
nite purpose, the end result.

The process of decision-making is the universal principle of the analysis, synthesis and
processing of input touch information and forming of output reaction. Decision-making is the key
act in the activity of any rather complex biological system functioning in actual practice external
environment. The essence of process of decision-making is reduced to by several moments: per-
ception, reception and processing of afferent information, education, forming of field of alterna-
tives (set of possible options for the subsequent choice), comparative assessment of alternative
actions for the purpose of implementation of rational choice and actually alternative choice — the
culmination of solution. Such representation confirms the hypothesis of decision-making as a re-
sult, the inevitable result of the integrative process when from a set of alternatives the organism
aims to select one, only, a best providing solution of the task facing them.

The choice at decision-making is considerably caused by the current motivation. Clarifi-
cation of the neurophysiological mechanisms which are the cornerstone of operation of choice in
the alternative situation is directed on further increasing knowledge of the nature of perception
and processing of information in communications systems of the brain. Perception, selection, fix-
ing and extraction from a memory of the relevant information, contrastive analysis of the biologi-
cal importance of signals, choice and implementation of the specific propagation path of excita-
tion in nervous networks, forming of the efferent command signals arriving to effector bodies —
all this the most important components of difficult process of decision-making.

In the course of decision-making two essentially different phases differ: 1) variety genera-
tion (of a variety of actions the class of possible solutions is selected) and 2) restriction of this
variety for the purpose of selection of the one and only option of action. The structure and se-
quence of the actions characterizing the decision-making mechanism are presented usually in the
form of some treelike process in which in process of solution, unpromising branches are cut.
Such unpromising branches are the actions resulting in recurrence of the intermediate result, vio-
lation of statements of the problem etc.

Thus, the brain is the universal remedy of a solution of a wide range of tasks, especially
unformalized for which there is no standard, in advance is known methods of solution. The brain
of the person possesses such qualities as learning capability, adaptivity, the distributed infor-
mation representation and mass parallelism of its processing, tolerance to errors, low energy con-
sumption. These qualities are absent in machines with von Neumann architecture.
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3. Requirements to nervous system of the electronic brain of android.

Leaning on above-mentioned functional structures of the brain of the person, we will formulate
requirements to the structure of the artificial intelligence (Al) of the robot — the android.

3.1. The nervous system of the electronic brain of the robot

The nervous system of the electronic brain of the robot — the android is subdivided on central and
peripheral. The central nervous system consists
of a set of neural-like elements and represents
active associative memory. The CNS main
function — implementation of simple and diffi-
cult reactions of organism — reflexes. The pe-
ripheral nervous system is a link between the
central nervous system and executive bodies of
the robot. The architecture of such system es-
sentially differs from the existing systems,
providing mass parallelism and incomparable
performance (fig. 4).

The Central Nervous System

The peripheral nervous system

3.2. Functional activity of the artificial intel-

ligence
‘ Functional activity of the artificial intelligence
' ! is presented in the form of interaction of three
Receptors iE“\ECt% main functional units: the block of reception
and processing of touch information — touch

) ) ) system (analyzers); block of modulation, acti-
Fig. 4. Nervous system of the electronic brain vation of nervous system of the artificial intel-
of the robot ligence; the block of start and control of be-
havioural acts — motor system (the motive ana-

lyzer).

3.3. Reflex activity of the nervous system of the robot

Unconditioned reflexes are created when designing the robot. Conditioned reflexes, are got by the
robot during his life. Development of the artificial intelligence of the robot happens due to the
emergence of new communications. All interactions with the environment, cerebration, functions
of an organism are caused by its structural changes. The process of decision-making is the uni-
versal principle of the analysis, synthesis and processing in the central nervous formations of in-
put touch information and forming of output reaction.

The multiconnected the multidimensional receptor-effector neural-like growing networks
(mmren-GN) are developed according to the above-stated requirements. In work only some func-
tions mmren-GN are described for the purpose of the explanation of the functioning of EB of the
robot or intellectual system. Their more complete description is provided in the monograph [6]
and in many publications, for example in [7-17].

4. The multiconnected the multidimensional receptor-effector neural-like growing networks

As a result of systems concept in studying the physiology of brain on the basis of the multidimen-
sional receptor-effector neural-like growing networks the theory, methodology and architecture
of the electronic brain of reasonable systems is created.
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The multiconnected the multidimensional receptor and effector neural-like growing net-
works represent structure in which process of formation of unconditioned and conditioned reflex-
es is possible and the principle of unity of processes of the analysis and synthesis as a part of the
reflex reaction.

4.1. Neural-like growing network

Set of the interconnected neural-like elements intended for reception and information transform
in the course of interaction with objects of the real world and in the course of reception of infor-
mation the network changes the structure, increases in sizes — grows is called as the neural-like
growing network (n-GN).

The neural-like growing network is the parallelized dynamic system with the topology of
the directed acyclic graph which executes processing of information by means of change of the
status and structure in response to influences of the external environment.

4.2. The multidimensional receptor and effector neural-like growing networks

The great number of the interconnected double-sided acyclic graphs describing the status of the
object and the actions developed by it in different information spaces called the multiconnected
the multidimensional receptor and effector neural-like growing networks (mmren-GN).

The multiconnected the multidimensional receptor and effector neural-like growing net-
work is represented the graph (fig. 5) and are formally described as follows.

Visual
~ information
space

Effectors -

oz g N 4 1
»

Tactile
information

> O Effector

AP LHE o zone
............. =  Q

QReceptof
-@ | zone

information é:\"ﬂ

space

Receptors

Fig. 5. The multidimensional receptor and effector neural-like growing
networks

S=(R, A, Dy, Py, M, Ny, E, A, De, Pe, Mg, Ne), tme R o R, Rg, Ry, Ar 2 A, As, A, Do Dy, Dy,
D, P o Py, Ps, Py, M > My, Mg, My, N(> Ny, N, N, E o Ey, Eq1, Ean, Ae D Ar, Adz, Adn, De O
Dr, Ddl, an, Pe ) Pr, PdL Pdm Me ) Mr, Mdl, Mdm NeD Nr,_ NdL Ndm here: Rv, Rs, Rt— final
subset of receptors of set R; Ay, As, A;i— final subset of set of Ar of the neural-like elements of re-
ceptor zone belonging, for example, visual — v, sound — s, tactile — t to information spaces; Dv,
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Ds, Dt — final subset of arcs of set of Dr of receptor zone; Pv, Ps, Pt — final subset of set of Pr of
thresholds of excitation of neural-like elements of receptor zone; Nv, Ns, Nt — final subset of set
of Nr of float factors of connectivity of receptor zone; Er, Ed1, Edn — final subset of set of E ef-
fectors belonging, for example, to speech information space — r and space of actions — d1, dn; Ar,
Ad1, Adn — final subset of set of Ae of neural-like elements of effector zone; Dr, Dd1, Ddn — fi-
nal subset of arcs of set of De of effector zone; Pr, Pd1, Pdn — final subset of set of Pe of thresh-
olds of excitation of neural-like elements of effector zone; Nr, Nd1, Ndn — final subset of set of
Ne of float factors of connectivity of effector zone.

The neural-like growing networks are a dynamic structure which changes depending on
value and arrival time of information on receptors, information spaces (for example, visual,
sound, tactile and so forth) and also the previous network condition. In it information on objects
and situations is submitted ensembles of the excited neural-like elements and communications
between them. And, the perceived object or situation is at the same time described and
remembered in different information spaces. Storing of descriptions of objects and situations is
followed by input in a network of new neural-like elements and communications upon transition
of any group of receptors and neural-like elements to excitation status. Excitation process wavy
extends on the network.

5. Functional organization of the artificial intelligence of the robot

As it was already mentioned, according to physiologists the classical option of integrative activity
of the brain (natural intelligence) is presented in the form of interaction of three main functional
units: sensory, modulating and motor.

The functional organization of the electronic brain of robots has also represented the in-
teraction of three functional units. In the structure of the neural-like growing network the sensory,
modulating and motor functional systems form. In receptor zones is the sensory, modulating sys-
tem and system of the motivation of purposeful behavior. In effector zones — motor system. In the
course of the functioning of the network, continuously there is analysis and synthesis, as the ar-
riving information, and responses.

Effector o

- o
.r— -*5"\ O '
<Motor = 7 A\
svstem o 5 | 2 - L@ { Modulating :
» S 182 . 0"& sustem
3 :  S=RAD. P M N EA D RHN) || K]
[ W '

svstem

Fig. 6. The functional organization of the electronic brain of robots
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Fig. 7. Sensory network Fig. 8. Local network

In fig. 6 block representation of “brain” of a system of artificial intelligence is shown.

The scheme is provided by three functional areas mul-
tidimensional ren-GN. The first area of reception and pro-
cessing of sensory information is sensory systems (analyzers).
The second area of modulation, activation of a system is the
modulating systems and the third area of start and control of

'q @eural like

elerﬁ}nts behavioral acts — motor systems.
’ /\ The sensory system (analyzer) is a multi-level neural-
N 6?ors E like network with the hierarchical principle of the organization.

The hierarchical arrangement has the ascending charac-
ter (fig. 7). The modulating system (local area network)
regulates the level of excitability of neural-like elements and

carry out selective modulation and updating of priority of this or that function (fig. 8).

The first source of
activation is a priority of
internal activity of subsystems
of the system. It is put at a
creation of the system, to
similarly unconditioned
reflexes. Any deviations from
the vital indicators of the
system lead to activation
(change of  threshold of
excitability) of certain
subsystems and processes.

The second source of
activation is connected with the
influence of irritants of the
external environment. Priority

Fig. 10. Scheme of interaction of sensory, motor and of certain activity is gained in

modulating system the course of «life cycley,

similar to  forming  of

conditioned reflexes. Neural-

like elements of local area networks hold information stream within someone hierarchical level.

Local area networks render the exciting or braking action on neural-like elements of efferent
type.

The motor (motive) system is organized by the principle of the descending hierarchy
(fig. 9). The motive system consists entirely of ensembles (chains) of neurons of efferent (motive)

Fig. 9. Effector network

/eommuméatlons

Receptors ] * -
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type and is under continuous inflow of information from afferent (touch) area. Unlike afferent
area in the field of start and control of behavioural acts activation processes go downstream, be-
ginning with the highest levels. In the highest levels chains of command neurons (motive pro-
grams) form, and then pass to neural chains of the lowest motor levels and motor neurons — effec-
tors of sections of motive efferent impulsation.

Thus, these systems provide perception of information from the outside world, its analy-
sis, processing, storing, updating of priority of this or that function, development of control sig-
nals on executive mechanisms and impacts on the outside world (fig. 10).

According to the reflex theory of I.P.
Pavlov in the multiconnected the multidi-
mensional receptor and effector neural-like
o~ Effector neuraldike growing network three fundamental princi-
sherment K slement ples are implemented.

Receplor  2one . Effector zone

The first principle — the principle of

O o
\\‘ determinism (causality) says: “There is no
“ \- ‘/g action without the reason”. In mmren-RS
_D O O IR RO0 management signals are developed by ex-

Receptors Effectors ecutive mechanisms in motor system accord-
ing to information arriving on receptors of
touch system. The external information ar-
i riving on bodies of perception of the robot is

unconditioned reflex .
the reason of development of control signals.
The second principle — the principle
of structure — each physiological act of nerv-
A ous activity is dated for structure. In mmren-
RS information processing (perception, the
i analysis, synthesis, storing and so forth) is
followed by input of new neural-like ele-

‘ llﬂl.;nundﬁl 1 1
Sensor et pori ments and communications between them
N i.e. the structure of network changes.
TN\ The third principle — the principle of
BEEORDO ‘ O i EEOO the analysis and synthesis, in brain continu-
" Receptors Vartectars ously occurs the analysis and synthesis, as
the arriving information, and responses. In
the course of functioning mmren-RS in re-
ceptor and effector zones continuously there
Fig. 12. The scheme of three-neural is analysis, synthesis and information trans-
unconditioned reflex form.

Fig. 11. The scheme of two-neural

5.1. Unconditioned reflexes of the robot

Unconditioned reflexes of the robot is simple reactions of the robot to the certain irritants put at
its creation. The unconditioned reflex is always carried out at the action on the robot of certain
irritants. The scheme of two-neural unconditioned reflex of the robot is given in fig. 11.

The scheme of three-neural unconditioned reflex of the robot is given in fig. 12.
Implementation of unconditioned reflexes is defined as internal irritants (signals) which are
responsible for normal functioning of internal systems of the robot, and the external irritants
stimulating primary behavior in the external environment.
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5.2. Instincts
Difficult complexes of unconditioned reflexes are carried out in the form of instincts.

5.3. Conditioned reflexes of the robot

Conditioned reflexes of the robot are reflexes which are got by the robot during “life” and are
formed on the basis of unconditioned reflex of fig. 13.
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Fig. 13. The conditioned reflex

The neutral irritant is the signal which precedes unconditioned reflex necessary for the
development of conditioned reflex. Thanks to a reinforcement of conditional incentive uncondi-
tional earlier indifferent irritant are associated in robot life with the important event and by that
signals about the approach of this event. Let's consider forming conditioned reflex of the mobile
robot. Multiple repetition alarm (the approximation to the obstacle) formed horizontal temporary
connections between the visual and sensitive centers. The conditioned reflex is formed. Now the
neutral signal (approach to a wall) starts off conditioned reflex.

5.4. Development of brain of the robot

Development mmren-RS (brain) of the robot happens due to activation of new neural-like ele-
ments and emergence of new communications. All interactions with the environment, functions
of the robot and its activity are controlled mmren-RS and are caused by its structural changes.

5.5. Decision-making

From the moment of “birth” and to “death” the robot resides in status of need to make these or
those decisions some of which are carried out automatically at the “subconscious” level (on un-
conditioned reflexes), others become subject of choice of one of the possible options (choice of
ensemble of neural-like elements with the greatest excitation).

At full determinacy when there is no opportunity for alternative actions, the robot makes
decision unambiguously, automatically, selecting the only excited sequence of neural-like ele-
ments. Selection process becomes a problem only when the robot — environment is present uncer-
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tainty concerning the actions directed on achievement of definite purpose, end result at the sys-
tem. The process of decision-making is the universal principle of the analysis, synthesis, and pro-
cessing of information in touch system and formations of output reaction in the motor system.
The essence of process of decision-making is reduced to perception, reception and processing of
input (afferent) information and education, forming of field of alternatives (set of possible options
for the subsequent choice) in motor system and comparative assessment of alternative actions for
the purpose of implementation of rational choice and actually alternative choice in the modulat-
ing system on the basis of last experience.
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Fig. 14. The virtual robot “VITROM”
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Fig. 15. Object Recognition from the file

Thus, in the course of decision-making from a variety of the excited neural-like elements
of action, there is a choice of class of the possible admissible solutions meeting conditions of the
solved task. Then a selection of one option of most excited neural-like elements of the action for
the achievement of the goal. In the case of the wrong achievement of the goal, there is a correc-
tion of execution of action due to excitation of the receptors controlling the course of achieve-
ment of the goal (for example, visual receptors or receptors of executive mechanisms) and devel-
opments of correction signals of action.

The theory and methodology are checked on program models of intellectual systems.
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6. Models of intellectual systems
In the VITROM project, basic provisions of a model of technical sight and function of perception
of visual information, the analysis, synthesis, recognition and storing are implemented.
“VITROM” the program hardware complex works in the mode the robot and in the object
recognition mode as directly from a video camera and the image of the object from the file.

The perception, the analysis and object recognition is carried out in real time.
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Fig. 16. Recognition at loss of information
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Fig. 18. Recognition of various objects
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The virtual “VITROM” robot in the mode of communication draws to itself attention.
Finds object. If this object is in memory of the robot, he distinguishes it and reports that he sees.

If it is the person, the robot communicates with it and remembers it if earlier did not meet
it. If he recognizes the person, continues communication. The interface of the virtual VITROM
robot is shown in fig. 14. In fig. 15 the object recognition mode interface from the file of the base
of images of persons of Yale university “Yale FacelMAGES Data” is shown. In the knowledge
base of the robot more than 1000 images of persons, letters, digits, streets and avenues.

In fig. 16 recognition at loss of information is shown: a) 25% — distinguishes surely; b)
50% — distinguishes surely; c) 75% — sometimes are mistaken.

In fig. 17 the movement in the real environment is shown.

In fig. 18 recognition of different objects is shown.

This technology is most effective at hardware implementation of the neural-like structure.

7. Hardware implementation

Currently, in the framework of the project “Electronic Brain” for robots and intelligent computers
stand the task of a hardware implementation.

The amount of funding for the implementation of the proposed project differs from the
above projects because the basic studies of brain function have been conducted and determined
the system architecture. The project can be implemented in a short time.

Scope of the “electronic brain” — Robotics and all industries that require a reasonable in-
telligent systems. The technology of the electronic brain development can be used to create a new
generation of intelligent computers. In addition to being the Electronic brain can be applied in
any field of robotics, he can also be intelligent thinking assistant in a conventional computer, or
an independent intellectual system of pattern recognition, information search system in the super-
large information databases and so on. The need for such a development is confirmed in great
demand on the system artificial intelligence.

8. Conclusion

According to the forecasts of specialists soon robots will be used everywhere — in the developed
countries of robots production will be compared to automotive industry, and will be calculated by
hundreds billions of dollars. Now robots are made by different firms in Japan, the USA, China
and Europe. The problem of creation of the artificial intelligence for robots is the actual task the
solution of which will bring billions of dollars.

For industrial robots the intelligence similar to the intelligence of the person is also neces-
sary to what the following fact testifies.

Terry Gough, the CEO of the large plant of Foxconn electronics, one of the ardent sup-
porters of replacement of people on robots. At plant tried to replace one million workers with ro-
bots not so long ago. However, the first attempt was not crowned with success. Specialists claim -
the reason of failure is that robots cannot compete in sleight of hand with people yet and they do
not have enough brains to estimate the quality of products on the assembly line. Usually, the first
wave of robots automates manual and physical work. This class of work includes any work which
can be unpredictable from one task to another. Such work demands from the worker of skills to
see and react to changes of the environment to change the working orientation or in time to notice
production errors. The key component is necessary for the analysis and adaptation to the chang-
ing conditions Computer sight which actively progresses now. Accuracy with which machines
can recognize the image or video and to define that they see has improved doubled for the last
year. However intellectual programs will be difficult replace people, especially in so-called “un-
qualified” work. As it has become clear, this work nevertheless demands certain skills which dif-
ficult are given to robots [18].
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In the long-term plan, the one who already today will find the place in the unrolled tech-
nology race in the field of robotics will win.
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