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Anomauisa. Y 38'a3Ky i3 WBUOKUM 3POCMAHHAM C8imo8oi ounamixu y XXI-my cmonimmi nepedogi cucme-
mu lumenexmy, Cnocmepesicennss ma Poszgioxku (1CP) € kirouogumu 015 NpOSHO3Y8AHHS, AHATIZY | NPpomu-
cmosanHa Hecnodieanum cumyayisim ma kougaikmam. ICP maxodxc € Hatlbinbul 8adiCIUBUM KOMNOHEHMOM
BilicbKOBUX cucmeM OJisl NIAHYBAHHA | NposedenHs onepayil 6y0b-aKoi ckiaoHocmi ma obcazy. Y cmammi
obeosoproemocst  opeanizayin  posnodinenux cucmem ICP na ocnosi eucoxopienegoi mepedicesol
MEeXHON02Ti, KA epeKmueHo Nepemeopioe Ceim Ha NPOCMOPOBULL NAPANETbHULL CYNepKoMntomep.
Ocmanniti 0036014€ WBUOKO 3a0e3neuysamuy KOMNAKMHI 3HAHHA 3 GUHUKAIOUUX NpoOLeM 3amicmb
BeIUYE3HOI KiIbKOCI NePEUHHUX OAHUX, AKI BANCKKO ONEPAMUBHO AHANIZY8AMU U Y3A2dIbHIO8AMU 36U-
yaunumu memooamu. Lleti mamepian yacmko8o O00n0GI0ABC HA MINCHAPOOHUX Kou@epernyisx 3 ICP i
Cucmem Hiuno20 6auenns 6 JIonooui, BeauxobpumaHris.

Knrouoei cnosa: inmenexm, cnocmepedsiCeHHs ma po3eioKa, 3HAHHA, 2100AbHA KOOPOUHAYISA, MEXHONO02Is
NPOCMOPOBO20 3AXONJIeHHS, MOOIIbHLII IHMeleKm, OUHAMIYHI onepayiuni iH@pacmpykmypu, HiuHe Oa-
YeHHs.

Annomauusa. B cea3u c 6vicmpuim pocmom muposot ounamuxu 8 XXI-m cmonemuu nepedossie cucmemul
Unmennexma, Habmooenus u Pazeeoxu (MHP) senstomces Kuouegbimu 051 NPeOCKa3anus, AHAIU3A u
NPOMUBOCMOSHUS HENPEOGUOECHHbIM cumyayuam u xongaukmam. MHP maxowce npedcmasnsem co6otl
Hauboee 8aNCHYI0 KOMNOHEHNY 80CHHbIX CUCMeM OJisl NIAHUPOBAHUS U 8e0eHUs onepayuli at000u Clodic-
Hocmu u oxeama. B cmamwe obcyscoaemces opeanuzayus pacnpedenennvix cucmem MHP na 6aze @vico-
KOYPOBHEBOU cemesoll MexHoI02UU, 3phekmueHo npespawaroueil pacnpedeneHublll Mup 6 napaule/ibHblil
npocmpancmeennuill cynepkomnviomep. Ilocneonuil nozeonsem 6vicmpo npedocmasiams KOMHAKMHbLE
3HAHUSL NO BOZHUKAIOWUM NPOOIEeMAM 8MeCMO 02POMHO20 KOAUYECMBd NepeUYHbIX OAHHbIX, KOMOpbie
MpYOHO ONEPAMUBHO AHATUZUPOBAMD U 0000WATNE ODLIYHBIMU MeMOdaMU. JJanHbIl Mamepual YacmuyHo
O00KAA0BIBANCS HA MEAHCOYHAPOOHbIX KoHpepenyuax no MHP u Cucmemam nounozo euoenus 6 Jlonoowe,
Benuxobpumanus.

Knroueswle cnosa: unmennekm, HabaooeHue u pazeeoxd, 3HAHUs, 2100a1bHAsL KOOPOUHAYUSL, MEXHON02USL
NPOCMPAHCMBEHHO20 3AX8aMA, MOOUTbHBIL UHMELIEKM, OUHAMUYECKUEe ONEPAYUOHHbIE UHDPACTNPYKIY-
Ppbl, HOUHOe 8UdeHue.

Abstract. With the world dynamics growing rapidly in the XX7*' century, advanced Intelligence, Surveil-
lance and Reconnaissance (ISR) systems are becoming of paramount significance to predict, analyze and
withstand unexpected situations and conflicts. ISR is also the most important component of military sys-
tems for planning and management of operations of any complexity and coverage. The paper discusses
organization of large distributed ISR systems based on a high-level networking technology effectively con-
verting the distributed world into a parallel spatial supercomputer. The latter allows us to quickly obtain
concise knowledge on the problems occurred instead of a huge amount of raw data which is difficult to
analyze and generalize by conventional means. This material has been partially reported at recent inter-
national ISR and Night Vision conferences in London, United Kingdom.

Keywords: ISR, knowledge, global coordination, spatial grasp technology, spatial pattern-matching,
mobile intelligence, dynamic operational infrastructures, night vision.

1. Introduction

The known failures of intelligence in world hot points often result from the incapability of piec-
ing together numerous scattered facts and seeing the overall picture. Such global vision should be
provided not only during but rather ahead of real time, in order to win, progress, and even survive.
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The existing works in the area of Intelligence, Surveillance and Reconnaissance (ISR) will
be outlined, and a new distributed networking technology will be revealed that can help solve
many ISR problems. The approach is based on holistic and gestalt principles rather than tradi-
tional interoperability organizations, allowing us to grasp integral spatial solutions on top seman-
tic level, abstracting from insignificant details shadowing important decisions which should be
done quickly.

While traditional ISR systems usually answer the questions of “what,” “when”, and
“where”, the advanced ISR under the technology presented can effectively deal with “how” and
“why” being among main goals of the ISR Joint Force 2020 concept currently being discussed
worldwide.

Exemplary ISR-related scenarios expressed in a special high-level language will be exhib-
ited and explained confirming viability of the approach offered.

The material presented in this paper has been partially reported at two ISR and one Night
Vision conferences in London, Great Britain [1-3].

2. Intelligence, Surveillance and Reconnaissance (ISR)

ISR is defined as an activity that synchronizes and integrates the planning and operation of
sensors, assets, and processing, exploitation, and dissemination systems in direct support of
current and future operations. This is an integrated intelligence and operations function [4].

2.1. Global ISR

The ISR systems are growing internationally and globally [5-7]. Distributed over large territories,
they consist of many interacting elements which should work together as an integral goal-driven
system. Global ISR involves a networked system of systems operating in space, cyberspace, air,
land, and maritime domains, as in Fig. 1. These systems include planning and direction, collec-
tion, processing and exploitation, analysis and production, and dissemination capabilities linked
together by communication architecture.

Fig. 1. Global ISR systems

2.2. ISR Joint Force 2020

The most advanced ISR concept, ISR Joint Force 2020 [8], is focused on networked joint ISR
solutions rather than traditional platform-centric sensors and processing, exploitation, and dis-
semination (PED) methods. It should encourage the integration and innovation of multiple sen-
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sors to provide the fidelity and redundancy required to support rapid and sound decision-making.
The following main factors, named in [8], are driving the need for ISR Joint Force in 2020:

a) Lack of Common Data Standards. ISR systems, due to the way they are developed,
fielded, and operated, frequently produce data that is not compatible with data derived from other
ISR or combat systems.

b) Disjointed Management of the ISR Force. The current joint force of ISR personnel,
sensors, platforms, and networks is so vast, diverse, and distributed that managing their effective
employment represents a large and growing challenge.

c¢) Parochial ISR Architectures. While there is certain progress in system and data interop-
erability, an ISR architecture that would allow data to be moved from all domains and across
multiple platforms and sensors rapidly and effectively still does not exist. Proprietary systems,
networks, formats, and protocols impede integration and interoperability.

d) Increasing Threats to Systems and Communications. The ISR Joint Force 2020 will
face increasingly sophisticated adversaries capable of challenging the ability to operate effec-
tively with assured command and control in every domain. The lethal and nonlethal threats to
platforms, sensors, communications, and infrastructures continue to grow rapidly in sophistica-
tion and scale.

2.3. New ISR Approaches Required

To implement this new and in many cases revolutionary ISR vision, an introduction of radically
new paradigms, strategies, and concepts with the use of advanced networking models and tech-
nologies capable of operating in dynamic, unpredictable, and often hostile environments will be
needed. The rest of this paper is dealing with the Spatial Grasp Ideology and Technology [9-13],
already tested on numerous networked applications, which can offer a universal theoretical and
practical solution for advanced ISR systems of the 21% century.

3. Spatial Grasp Technology (SGT)

We are briefly describing here a high-level networking ideology and technology that can solve a
variety of ISR problems of any complexity and world coverage in a highly parallel and fully dis-
tributed manner.

3.1. Controlled Grasp of Distributed Spaces
The key SGT ideas are symbolically shown in Fig. 2.

Mission Scenario

gfagp » Program code
t.‘a\ » Local data
5"5 » States
» Command
» Control
Start Fo
O‘.‘ o gy
Ty .””'0/
Emergent Casual Universal control
resources communications modules
a b

Fig. 2. SGT basics: a) Seamless controlled spatial grasp;
b) Self-evolution & spatial matching of SGT scenarios via interpretation network

SGT is based on integral, seamless navigation & coverage & conguest of physical and/or
virtual spaces (Fig. 2a). It has philosophical and psychological background reflecting how people
plan, comprehend, and control complex operations, with the human mind supposedly operating in
overlapping waves, streams, states and structures of consciousness and their combinations [14]. It
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also pursues holistic and gestalt [15, 16] philosophy, contrary to the traditional vision of intelli-
gence through interaction of multiple parts, or agents, stemming from [17]. SGT, also known as
over-operability approach [18], is trying to formalize the unique capability of mind to compre-
hend whole first while treating parts second, as a derivative of the whole.

3.2. How SGT Operates

SGT in general operates as follows. A network of universal control modules U embedded into
key system points (humans, robots, sensors, mobile phones, etc.) collectively interprets high-level
mission scenarios in a high level Spatial Grasp Language (SGL) [9-13], see Fig. 2b. Capable of
representing any parallel and distributed algorithms, these scenarios can start from any node,
covering at runtime the whole world or its parts needed with operations and control.

The spreading scenarios can create knowledge infrastructures arbitrarily distributed be-
tween system components (robots, sensors, humans), as in Fig. 3a. Navigated by same or other
scenarios, these can effectively support distributed databases, C2, situation awareness, and auto-
nomous decisions, also simulate any other existing or hypothetic computational and/or control
models. SGL scenarios can cooperate or compete in a networked space as overlapping fields of
solutions, as in Fig. 3b.

SGL scenario 1 Overlapping

. -~ solutions
Universal
Vlrtual

\/'-'\”’\ o / 114—»,1\00%.
C ;o:;::;s \ \channels

L ] [ ]
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o . channels I
SGL scenario 2

a b
Fig. 3. Operation of SGL scenarios in distributed spaces: a) Creation of spatial infrastructures;
b) Spatial interaction of different scenarios

Virtual
nodes

The distributed dynamic network of local SGL interpreters U, which may cover any dis-
tributed spaces, the whole world including, can be considered as a radically new type of parallel
supercomputer, which can have any (including runtime changing) networking topology and oper-
ate without any central resources. SGL scenarios, representing active spatial (integral, holistic,
gestalt-like) patterns rather than traditional programs, can be injected into this spatial supercom-
puter from any its node, subsequently self-spreading, replicating, modifying, interlinking, etc. and
covering & matching it with proper operations and control in a virus-like mode.

3.3. Spatial Grasp Language (SGL)

SGL (with its details in many existing publications, for example [9-11]) allows us directly move
through, observe, and make any actions and decisions in fully distributed environments (physical,
virtual, executive, or combined). It has universal recursive structure (shown in Fig. 4) capable of
representing any parallel and distributed algorithms operating over spatially scattered data.
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1 v |
grasp rule [ ({grasp,})]
> movement
—> creation
—> echoing
—> verification
constant variable — assignment
l— forwarding
information global —> branching
matter heritable — tr_'ar!sference
custom frontal — t’m’".‘?
special nodal —> granting
{grasp} environmental | DP€
—> wusage
—I — application
—— {grasp}
l

Fig. 4. The SGL universal recursive syntax

The SGL scenario develops as parallel transition between sets of progress points (props),
which may be associated with different physical or virtual locations in distributed worlds. Any
sequential or parallel, centralized or distributed, stationary or mobile algorithm operating with
information and/or physical matter can be written in SGL at any levels.

3.4. SGL Networked Interpreter

SGL interpreter (with details, say, in [9-13]) consists of a number of specialized modules han-
dling & sharing specific data structures. A backbone of the distributed interpreter is its spatial
track system providing global awareness & automatic C2 over multiple distributed processes,
also creating, managing (and cleaning when becoming not needed) the distributed information
and control resources.

The distributed SGL interpreter, which may have any number of nodes, up to millions or
even billions and distributed worldwide, can operate with dynamic and changeable topology with
the number of interactive nodes varying during the scenario evolution, with many scenarios (in-
jected from different nodes) operating at the same time and in the same networked space, sharing
spatial resources.

The SGL interpreters can be embedded into the world fabric on agreements, or can (all or
some) be hidden, stealthy, depending on the applications. Due to the full interpretation of SGL
scenarios and their virus-like absolute mobility nature and capabilities, the technology can be
used in highly dynamic, asymmetric, critical situations, where, say, the missions should always
survive and fulfil objectives, possibly, even by any means.

4. Global Surveillance Examples with Spatial Pattern-Matching under SGT
The most general solution of distributed ISR problems under SGT is shown in Fig. 5.

Arbitrary complex search &
processing pattern in SGL

Spatial growth & matching

Initially applied & processing
from any world
; -
point _ | -
~ - -
Resultant ==
knowledge Distributed World

Fig. 5. Solution of distributed ISR problems in a spatial pattern growth & matching mode
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An SGL scenario to solve any distributed ISR tasks is represented as an active integral
pattern rather than a traditional program, sequential or parallel. Expressed in the recursive SGL
syntax, this pattern does not process separated data in a usual way, but rather spatially covers,
matches, and integrates with the data networks, bringing the needed operations and control di-
rectly into them.

This allows us to find solutions of various problems directly in complexly interlinked
large data spaces, instead of first digging separately in local databases and then trying to combine
local results, which may be extremely hard computationally, also time consuming. SGL active
spatial patterns can do this holistically, in a “single breath”, with possible time reduction of or-
ders of magnitude in comparison with other existing network-supported methods.

The following are some examples of solving ISR-related problems using spatial SGL pat-
terns, obtaining higher-level knowledge from large amounts of scattered and interrelated raw data.

4.1. Shortest Path

It is supposed that there exists unlimited number of scattered nodes with links between different
nodes having weights, and it is necessary to find shortest path between certain pair of nodes. An
example of such network with weighed links and active pattern expressed in SGL to be applied to
the network in order to find such path between nodes and a and e are shown in Fig. 6.

frontal (Far, Path); nodal (Distance, Before); hop (a);

sequence(
|(D|stance 0; '
| repeat ( !
4 1 hop (alllinks); Far += LINK; or (Distance == nil, Distance > Far); !
I ____:D_I__s_la_r_lg_g_'___E_a_r_'_B'_e__f_g_[g_'_-__B__é__c'_ii_)'l:______'_____________________'__________ === _I 1
| output (Path = NAME; ;
2 i repeat (hop (all links); BACK == Before;
|

Path &= NAME; if (NAME = e, (Path; stop)})} )

Fig. 6. Finding shortest path between given nodes

The SGL pattern, which can initially be applied from any node, has two main parts: (1)
shortest path tree (SPT) creation starting from node a and covering all other nodes, and (2) short-
est path collection starting from node a again and ending in node e, using the created SPT. The
obtained result (a, b, d, e) will be issued from node a. The solution has been found without any
central resources, by spatial evolution, coverage, and matching of the SGL pattern with the distri-
buted network of Fig. 6, supposing that all network nodes (or their groups) are served by individ-
ual language interpreters, which can communicate with each other.

4.2. Weakest, or Articulation, Points

This example relates to finding such single nodes of the network which, when removed, split the
network into disjoint parts. An example of the network to be examined and SGL pattern for find-
ing such nodes are shown in Fig. 7.

Articulation 9! ,noda| (Mark)
point .hop (all nodes); COLOR NAME Mark = 1I

Fig. 7. Finding all articulation points
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The active SGL pattern for finding articulation points consists of four parts performing the
following operations:

1) Starting in each node with personal color, marking it;

2) Parallel marking of all accessible network nodes with this color from a randomly cho-
sen neighbor, excluding itself from the marking process;

3) Checking if there are unmarked neighbors of the starting node;

4) Outputting the node’s name if yes.

The only result for this network, node d, will be issued by this node itself taking into ac-
count that nodes are supported by communicating SGL interpreters. The result, of the rank of
knowledge, has been obtained by parallel spatial activity of potentially huge amount of raw data.

4.3. Strongest Substructures, or Cliques

This example relates to finding cliques in distributed networks, which are maximum subgraphs of
a graph where every node has links with all other nodes of this subgraph. In contrast to articula-
tion points, cliques may be considered as the strongest parts of graphs/networks. An example of
the network to be analyzed for cliques and active SGL pattern for finding all of them, are shown
in Fig. 8.

. ) r
Clique1 Clique3 4| frontal (Clique); hop (all nodes); Clique = NAME._!;
I

I repeat (hop (all links); not belong (NAME, Clique);

21 if (and parallel (hop (any links, Clique)), I

Fig. 8. Finding all cliques

The SGL pattern consists of the three parts performing the following:
1) Starting in each node, defining spatial variables;
2) Self-spreading with replication, while growing potential clique in a unique node order,

until possible;
3) Outputting the clique grown with the threshold size given, in the last node included into
the clique.

The results issued in nodes d, e, and f will, respectively, be as: (a, b, c, d), (c, d, ), and
(d, e, f). These results, treated as knowledge similar to the previous two examples, have been ob-
tained by parallel spatial activity of potentially huge amount or networked raw data supported by
distributed SGL interpreters.

4.4. Any Structures in Any Net-
works

Graph Search Pattern

Q—©
@@ |

NV
Applying @ -—

Using SGT, it is easy to find any sub-
structures in any networks in a parallel
and fully distributed mode. Fig. 9
shows how arbitrary graph pattern

from any
node

Search Template in SGL

: hop (all nodes); frontal (Match) = NAME; 1
I 5 (all #; notbelong (NAME, Match)); append (NAME, Match)); :
: advance (any # sequence (Match : (1, 5, 6, 2, 3, 6))); OUT = Match

Fig. 9. Finding all structural matches by arbitrary patterns
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with variables Xi in its nodes can be
represented in SGL and spatially
matched with arbitrary network.

For the graph template at the
right, and its SGL coding below as an
active self-matching template, the fol-
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lowing solutions for the variables X1 to X6 will be found in the network at the left:
(X1, X2, X3, X4, X5, X6) 2> (J,V,C,N,B,D),(M,A,N,Q,P,E),(R,W,Q, 2, O).
The obtained knowledge is again based on parallel activity of the whole data network,
with all solutions found without any central facilities or control.

4.5. Global Surveillance with Targets Collection and Impact

This example deals with the distributed discovery and collection of information on possible hos-
tile objects, or targets, using the interlinked network of SGL interpreters embedded in different
military units distributed throughout the operational theatre, as shown in Fig. 10.

) 1
1 loop (frontal (Seen) = repeat (free (detect (targets)), hop (infra, first come)); |
1 repeat (free (select_shoot (Seen)), hop (infra, first come)))

Fig. 10. Global surveillance with distributed collection & dissemination & processing of targets

The SGL self-evolving pattern-scenario (shown in the figure below), starting from any
component (this may be especially vital as any unit can potentially be destroyed on a battlefield
and at any time), provides global collection of targets and their subsequent dissemination back to
the units, the latter deciding themselves which targets to shoot individually or which to ignore.

4.6. ISR with Distributed Night Vision

Under SGT, multiple communicating sensors can be distributed throughout any regions, operat-
ing altogether as an integral spatial brain which can provide holistic vision of the operational
theatre. Such brain can help with solving urgent ISR tasks even in case of reduced vision, say at
night or in bad weather, compensating the insufficient or corrupt sensor data with the enhanced
intelligence of the whole system, thus allowing us to have a much clearer (say, repeated and inte-
grated from different angles) picture of both separate objects and the theatre as a whole.

For the night vision, its different equipment and scenario shots are collected in Fig. 11a,
and an example of scattered military units and sensors throughout the theatre, with individual vi-
sion and communication ranges of the sensors, is depicted in Fig. 11b.
®
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Fig. 11. Night vision: a) Night vision equipment shots; b) Exemplary theatre with scattered sensors
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Multiple spatial vision of a given single object. In Fig. 12, a case is shown where information of a
target given by its coordinates (R1 in our case), is being collected by all sensors covering it by
their vision ranges, thus allowing us to obtain its enhanced, multiple image from different angles
and different sensor locations.

Night vision scenario

* Starting from any sensor /é\

o @:/__ - = fontal (Target_coord = ..., Vision_range = ...,
(s O] - Communication_range = ...,
“@ T Distance = distance (Target_coord, WHERE));
S Object_seen = merge (
® - repeat
m - hop_first (Communication_range);
: (s s Distance1 = distance (Target_coord, WHERE);
R1 “# ¥ s e o O get_ ' !
fe ﬁ 12 ® ﬂ Ra (S If (Distance1 < Vision_range,
v e m‘ ¥ supposed object's = (free (image (Target_coord)), Distance = Distance1),
\.s/\’ T C:' pcI:)ordinatés \é/\" ﬁd -

(Distance1 < Distance; Distance = Distance1))))
Fig. 12. ISR with multiple vision of a single object

To do this, the shown SGL scenario can start from any sensor, and then moves through
their network defined by sensor communication ranges to the region where sensors, if exist, can
potentially see the object (i.e. R1) by their vision ranges, with activating all such sensors. The re-
turned resultant image in multiple, differing, copies of R1 got from four sensors will be as: (R11,
R12, R13, R14). This final result will be returned to the sensor where the SGL scenario started. If
needed, these four images of R1 can merge into one, integral image, which may happen to be
even better than the one received from a single sensor at daytime.

Spatial Vision of the Whole Theatre in SGL. To see the whole theatre equipped with night vision
sensors with multiple images of the same objects seen from different sides and angles, if located
within vision ranges of more than a single sensor, we may use the solution shown in Fig. 13.

Night vision scenario
(s)

Starting from (
by \§/ T

fay l
. / \§/ any sensor \“ / N .
T
1 |}
®

(8 \ o s)
- \ ™ fontal (Vision_range = ...,

/‘ s)
s) ‘ Communication_range = ...);

Uin\ i Rz ¥ ﬁ@/ \ Objects_seen = collect_merge (

Ve
ey

(s pi repeat (
R1 ‘:z' \@ - B e \/\ (8) hop_first (Communication_range);
Im ‘us = quz Im free (images (Vision_range)), stay))
(8 (s o
\§/ \s/ ‘/\s) ﬁ ‘}ﬁ_

T21

T2
Fig. 13. ISR with multiple vision of all objects

The SGL scenario-pattern can start, same as for the previous case, from any sensor, sub-
sequently covering in a parallel wavelike mode the whole set of sensors via direct communica-
tions within their communication ranges. The returned resultant image of the whole theatre with
existing R1, R2, R3, T1 and T2 units there will be as follows : (R11, R12, R13, R14), (R21,
R22), R3, (T11, T12), (T21, T22, T23). It will be collected in the same sensor the SGL scenario
started.
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4.7. Tracking Moving Objects by Mobile ISR

With distributed sensor networks spread throughout civil or military operational theatres, it is
possible to solve many more and much complex tasks than the shown above. Among them-
runtime surveillance of multiple objects moving through distributed spaces. Fig. 14 shows SGL
solution for discovery and tracing of a mobile object using mobile intelligence following the ob-
ject’s physical movement through the whole environment via propagation through virtual space.

;7 T et frontal (Object, Threshold = ..., Vision_range =...,
“ oy Communication_range = ..);
fi o h_op (gll_sengyors); Object = search (Vision_range, moving);
vision (g O ’ visibility (Object) > Threshold;
20 Qe RS- "= === == m = mmmmm—msmmmmemmmme-e- |
’ \ s . repeat (
AN ~ * \ , & loop (visibility (Vision_range, Object) >= Threshold); :

l\ 6\;\/ " s : max_destination (
) e
|

AR ® ) s hop (Communication_range); See = visibility (Vision_range, 0b|ect)},I
O, e s if (See < Threshold), stop)) |
® ® o ® Tracking mobile intelligence

Fig. 14. Tracking of the moving object with mobile ISR technique in SGL

The later is maintained by communicating sensors with automatic handover of the surveil-
lance control when physical object moves to other regions, supervised by other, neighbouring
sensors. The neighbouring sensor, which sees best the object disappearing from vision of the cur-
rent sensor takes the lead, and so on.

4.8. Finding All Virus Sources in Parallel

An example close to the distributed ISR but from a very different field is shown in Fig. 15, where
spatial SGL template, applied in all nodes of the computer network, detects existence of viruses
in nodes and traces back their spread through the network, while finding all possible virus sources
and providing their ordered resultant list (as nodes 6 and 5 in the figure).

Probable source 2 Inferred infected
Probable source 1 nodes
1 \ nodal (Trace);
O
1 6 ) sequence (
L %,/ —u ( hop (all nodes); nonempty (check (viruses));
G 7{%‘_(5 6 8 repeat ( increment (Trace);
2 q 3 &3 nonempty (Predecessor = reached from (viruses));
i o” |2 \ hop (Predecessor))),
,0< " output (sort (hop (all nodes); empty (Predecessor);
Trace intersection counters Primary virus alerts nonempty (TraCE): Trace & ADDRESS)))

Fig. 15. Finding all virus sources in a computer network by spatial SGL pattern

5. Solving Other ISR Problems

We have demonstrated only elementary examples of using SGT for ISR-related tasks. A thorough
analysis is being carried out on the suitability of the approach for solving many other and much
broader ISR problems, and on any levels. These can include the ones listed in Section 2.2 in rela-
tion to ISR Joint Force 2020 concept, as the reason for its development. We repeat them below
followed by the advantages that can be provided by SGT.
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a) Lack of Common Data Standards. SGT provides universal representation of high-level
knowledge which, if used on top system level, can effectively integrate the whole distributed ISR
systems with setting elementary converters between the existing local standards and SGL-based
universal representation.

b) Disjointed Management of the ISR Force. SGT provides unified management, simula-
tion and control of large ISR systems, where different components can be manned, unmanned,
and/or simulated, with dynamic situation-driven watershed in between.

c) Parochial ISR Architectures. SGT proposes a universal high level architecture for dis-
tributed knowledge representation and top decisions on a semantic level, while not rejecting at
the same time existing, possibly even primitive architectural solutions at lower levels. -- Thus en-
riching and empowering the whole system with important originality and diversity, but at the
same time obeying global standards.

d) Increasing Threats to Systems and Communications. Due to the full scenario interpreta-
tion rather than compilation and unlimited virus-like code mobility, which can self-recover after
indiscriminate damages of system components, also capability of work with arbitrary (including
casual, unsafe, and runtime changing) communication structures, SGT can effectively withstand
existing and forthcoming threats.

6. Conclusions

The Spatial Grasp Technology can effectively establish global control over large distributed sys-
tems of any natures, ISR including. It can use distributed and dissimilar ISR facilities in an inte-
gral and holistic way, allowing them to work together in a supercomputer mode. This parallel su-
percomputer can spatially match arbitrary complex search and processing patterns worldwide,
producing intelligent knowledge rather than traditional huge collection of raw data, which is dif-
ficult to comprehend as a whole. SGT allows us to task and re-task complex missions at runtime,
on the fly, quickly responding to changing situations, goals, and environments.

Due to formalized representation of missions in a special high-level language, it becomes
possible to effectively automate command and control and broadly use the unmanned compo-
nents. Based on full interpretation and unlimited mobility of program code in distributed net-
worked environments, SGT has high level or ubiquity, stealthiness and self-recovery. It can be
used in both live and simulation modes as well as any combination thereof.

The described approach had been prototyped and tested, via internet including, in differ-
ent countries and on a variety of networked applications (like distributed interactive simulation,
massive collective robotics, critical infrastructure protection, automated command and control,
human terrain, and so on). On an agreement, the technology can be quickly ported on any plat-
form needed with the help of a small group of system programmers under the author’s guidance.
A new patent on the tech is being prepared, a new book too.
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