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Second Method of Lyapunov
for Boundedness in Terms of two Measures
for Impulsive Functional Differential Systems

This paper studies an initial value problem for impulsive functional differential equations with fi-

nite delay and fixed moments of impulse effect. By using piecewise continuous functions coupled

with the Razumikhin technique sufficient conditions for boundedness in terms of two different

piecewise continuous measures of such equations are found. The results extend and improve the

earlier publications.

Èññëåäîâàíà çàäà÷à ñ íà÷àëüíûìè óñëîâèÿìè äëÿ èìïóëüñíûõ ôóíêöèîíàëüíûõ äèôôå-

ðåíöèàëüíûõ óðàâíåíèé ñ êîíå÷íûì çàïàçäûâàíèåì è ôèêñèðîâàííûìè ìîìåíòàìè èìïóëüñ-

íîãî âîçäåéñòâèÿ. Â ðåçóëüòàòå èñïîëüçîâàíèÿ êóñî÷íî-íåïðåðûâíûõ ôóíêöèé è ìåòîäà

Ðàçóìèõèíà íàéäåíû äîñòàòî÷íûå óñëîâèÿ îãðàíè÷åííîñòè ïî äâóì ðàçëè÷íûì êóñî÷íî-

íåïðåðûâíûì êðèòåðèÿì òàêèõ óðàâíåíèé. Ïðèâåäåííûå ðåçóëüòàòû äîïîëíÿþò è ïîäòâåðæ-

äàþò ïîëó÷åííûå ðàíåå.

K e y w o r d s: boundedness in termss of two measures, Razumikhin technique, impulsive func-
tional differential equations.

Introduction. Impulsive equations have a great deal of applications in physics,

biology, medicine and other sciences. In [1—5], stability and boundedness proper-

ties of impulsive ordinary differential equations are discussed. There also exists

a well-developed qualitative theory of functional differential equations. See, for

example, [6—9] and the references cited therein.

The impulsive functional differential equations are a natural generalization

of functional differential equations (FDE) without impulses and of impulsive or-

dinary differential equations (IODE) without delay. They are adequate mathe-

matical models of various real processes and phenomena, characterized by the

fact that their state changes by jumps and by the dependence of the process on its

history at each moments of time. At the present time the theory of impulsive

functional differential equations undergoes rapid development. A large number

of criteria on the stability of the solutions of such equations have been derived

[10—16]. In order to explore Lagrange stability or the existence of periodic so-
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lutions of the impulsive functional differential systems, we need to know not

only the stability but also the boundedness of solutions. However, very little is

known about the boundedness properties of such systems.

The objective of this paper is to investigate the boundedness in terms of two

measures for the impulsive systems of functional differential equations with fi-

nite delay and fixed moments of impulse effect. The priorities of this approach

are useful and well known in the investigations on the stability and boundedness

of the solutions of FDE without impulses, as well as in the generalizations ob-

tained by this method [4, 6, 17].

We give some preliminary results and basic definitions which will be used.

Sufficient conditions for boundedness in terms of two different piecewise con-

tinuous measures of the impulsive nonlinear functional differential equations

under impulsive perturbations at fixed moments of time are given. The investi-

gation is carried by employing a class of piecewise continuous functions which

are generalizations of the clasical Lyapunov’s functions. Moreover, the tech-

nique of investigation essentially depends on the choice of minimal subsets of a

suitable space of piecewise continuous functions, by the elements of which the

derivatives of Lyapunov’s functions are estimated. It is well known that Lyapunov-

Razumikhin function method have been widely used in the treatment of the sta-

bility of FDE without impulses [3, 6, 7, 18]. Such a method applied to the inves-

tigation of various type of stability of impulsive functional differential equations

can be found in [10—16].

Preliminary notes and definitions. Let R n
be the n-dimensional Euclidean

space with norm | |� ; R
�

� �[ , )0 . Let r > 0 and E r R n
� � �{ :[ , ]� 0 , � ( )t is con-

tinuous everywhere except at finite number of points t rk� 	 �
 [ , ]0 at which

� 
( )k �0 and � 
( )k � 0 exist and � 
 � 
( ) ( )k k� �0 }. If t > t0, t R
0
	

�
we define

x Et 	 by x x t st � �( ), � � �r s 0. Consider the system of impulsive functional

differential equations

� ( ) ( , )x t f t x t� , t t�
0
, t k
 
 ,

�x x x I xk k k k k( ) ( ) ( ) ( ( ))
 
 
 
� � � � � �0 0 0 , 
 k t�
0
, (1)

where f t E R n
:[ , )

0
� � � ; I R Rk

n n
: � ; 
 
k k�

�1
with lim

k
k

��

� �
 .

Let �	E. Denote by x t x t t( ) ( ; , )�
0

� , x R n
	 the solution of system (1)

satisfying the initial conditions :

x t t t t( ; , ) ( )
0 0

� �� � , t r t t
0 0
� � � ,

x t t( ; ) ( )
0 0

0 0� �� � � . (2)

The solution x t x t t( ) ( ; , )�
0

� of the initial value problem (1),(2) is characterized

by the following :
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a) for t r t t
0 0
� � � the solution x(t) satisfied the initial conditions (2);

b) in the interval [ , )t
0

� the solution x t t( ; , )
0

� of problem (1), (2) is a

piecewise continuous function with points of discontinuity of the first kind

t k�
 , 
 k t	 �[ , )
0

at which it is continuous from the left.

Let 

0 0
� �t r. Introduce the following notations:

I t r
0 0
� � �[ , ); G t x I R tk

n
k k� 	 � � �
�

{( , ) : }
0 1


 
 , k = 1, 2, ...; G Gk

k

�

�

�

1

�

.

Definition 1. We shall say that the functionV I R Rn
:

0
� �

�
belongs to the

class V0 if:

1. The function V is continuous in G and locally Lipschitz continuous with

respect to its second argument in each of the sets Gk, k = 1, 2, …

2. For each k = 1, 2, … and x R n
	 there exist the finite limits

V x V t xk
t
t

k

k

( , ) lim ( , )








� �

�

�

0 ,V x V t xk
t
t

k

k

( , ) lim ( , )








� �

�

�

0 .

3. The equalityV x V xk k( , ) ( , )
 
� �0 is valid.

In the sequel we will use the next classes of functions:

K a C R R a r� 	
� �

{ [ , ]: ( ) is strictly increasing and a ( )0 0� };

� � 	 �

	

{ : inf ( , )h V h t x
x Rn0

0 for each t I	
0
}.

Definition 2. Let h h,
0
	� and define for �	E

h t h t s s
r s

0

0

0
( , ) sup ( , ( ))� �� �

� � �

,

h t h t s s
r s

( , ) sup ( , ( ))� �� �

� � �0

.

(3)

We will use the following definitions of boundedness of the system (1) in

terms of two different measures.

Definition 3. Let h h,
0
	�. and h0 is defined by (3). The system (1) is said to be:

a) (h0, h) — uniformly bounded if

( ) ( ( ) ) ( )� � � � � � 	
�

� � � �0 0
0

t R ,

h t
0 0
( , )� �� imples h t x t t( , ( ; , ))

0
� �� , t t�

0
.

b) (h0, h) — quasi uniformly ultimately bounded if

( ) ( ) ( ( ) ) ( )� � � � � � � � 	
�

� � �0 0 0
0

T T t R ,

h t
0 0
( , )� �� imples h t x t t( , ( ; , ))

0
� �� , t t T� �

0
.

c) (h0, h) — uniformly ultimately bounded if (a) and (b) hold together.
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We will use also the following classes of functions:

S h t x I R h t xc n
( , ) {( , ) : ( , ) , }

0

0

0
0� � �� 	 � � � ;

S h t t E h tc
( , ) {( , ) [ , ) : ( , ) , }

0 0 0
0� � � � �� 	 � � � � ;

PC I R x I R xn n
[ ] { : :

0 0
� � � is piecewise continuous with points of discon-

tinuity of the first kind 
 
k k I, 	
0

at which it is continuous from the left};

PC t R x PC t R xn n1

0 0
[[ , ), ] { [[ , ), ]:� � 	 � is continuously differentiable

everywhere except the points 
 
k k t, [ , )	 �
0

at which it � ( )x k
 �0 and � ( )x k
 �0

exist and � ( ) � ( )x xk k
 
� �0 };

�
1 0
� 	 � � � � �{ [[ , ), ]: ( , ( )) ( ( , ( ))),x PC t R V s x s L V t x t t r s tn

, ,t t�
0

V V	
0
}, where L (u) is continuous on R+, nondecreasing in u, and L (u) > u

for u > 0;

�
0 0
� 	 � � � � � �{ [[ , ), ] : ( , ( )) ( , ( )), ,x PC t R V s x s V t x t t r s t tn t

0
,

V V	
0
}.

Let V V	
0
, t t r� �

0
, t k
 
 , k = 1, 2, … and x PC I R n

	 [ , ]
0

. Introduce the

function

D V t x t in f V t x t f t x V tt�

�

�

� � � �( , ( )) lim [ ( , ( ) ( , )) (
� �

�

� � �
1

, ( ))]x t .

Introduce the following assumptions :

A1. The function f : [ , )t E R n
0

� � � is continuous in [ , )
 
k k E
�

�
1

and for

every x Et 	 , k = 1, 2,… f xk t( , )
 �0 and f xk t( , )
 �0 exist and f xk t( , )
 � �0

� f xk t( , )
 .

A2. I C R Rk
n n

	 [ , ] , k N	 .

A3. t r
0 0 1 2
� � � � �
 
 
 ... and lim

k
k

��

� �
 .

A4. There exists � � �
0 0

0, � � , such that h xk
0

0
( , )
 �� implies h k

0
(
 �

� � �0, ( ))x I xk �, k = 1, 2, ... .

In the proofs of the main theorems we will use the following compari-

son results.

Lemma 1 [15] . Assume the following conditions hold :

1. Assumptions A1 — A3 are valid:

2. g PC t R R	 � �
�

[[ , ) , ]
0

and g t( , )0 0� for t t	 �[ , )
0

.

3. B C R Rk 	
� �

[ , ], Bk ( )0 0� and � k ku u B u( ) ( )� � are nondecreasing with

respect to u, k = 1, 2, ….

4. The maximal solution r t t u( ; , )
0 0

of the problem

� ( ) ( , ( ))u t g t u t� , t t�
0
, t k
 
 ,

u t u( ) ,
0 0

0 0� � �

� u B uk k k( ) ( ( ))
 
� ,

is defined in the interval [ , )t
0

� .
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5. The functionV V	
0

is such that for t t�
0

and x	�
0

we have

D V t x t g t V t x t
�

�( , ( )) ( , ( , ( ))), t k
 
 ,

V x I x V xk k k k k k k( , ( ) ( ( ))) ( ( ), ( )))
 
 
 � 
 
� � �0 ,

and u V t
0 0

0 0� �( , ( ))� .

6. For the solution x t t( ; , )
0

� of the system (1) we have x PC I R n
	 [ , ]

0
�

� PC t R n1

0
[[ , ), ]� . Then

V t x t t r t t u( , ( ; , )) ( ; , )
0 0 0

� � for t t	 �[ , )
0

.

Corollary 1. Let the following conditions hold :

1. Assumptions A1—A3 are met.

2. The functionV V	
0
, is such that for t > t0 and x	�

1
we have

D V t x t
�

�( , ( )) 0, t k
 
 .

V x I x V xk k k k k k( , ( ) ( ( ))) ( , ( ))
 
 
 
 
� � �0 ,

3. Condition 6 of Lemma 1 holds. Then

V t x t t V t( , ( ; , )) ( , ( ))
0 0

0 0� �� � , t t	 �[ , )
0

.

Main results. Theorem 1. Assume the following conditions hold :

1. Assumptions A1—A4 are valid:

2. h h,
0
	� and h t h t( , ) ( ( , ))� � ��

0
for some � 	K where h

0
, h are defined

by (3).

3. For � �0, there existsV V	
0

such that

V t x a h t x( , ) ( ( , ))� for ( , ( )) ( , )t x t S hc
	

0
� , (4)

V t x b h t( , ) ( ( , ))� �0
0

� for ( , ) ( , )t S hc
� �	

0
, (5)

where a, b K	 and a r( )� � as r � �.

4. For t t�
0
, ( , ( )) ( , )t x t S hc

	
0

� and x	�
0

we have

D V t x t
�

�( , ( )) 0, t k
 
 , (6)

V x I x V xk k k k k k( , ( ) ( ( ))) ( , ( ))
 
 
 
 
� � �0 . (7)

Then the system (1) is (h0, h) — uniformly bounded.

Proof. Let � ��
0

be given. Choose � � �� �( ) 0 so that

� � � � ��
�

max{ , ( ), ( ( ))}
0

1a b .

Let t R
0
	

�
and �	E. Consider the solution x t x t t( ) ( ; , )�

0
� of (1) with

h t
0 0
( , )� �� . By the condition 2 of Theorem 1, we have

h t h t h t( , ( )) ( , ) ( ( , )) ( )
0 0 0 0

0 0� � � � �� � � � � � �.
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We claim that h t x t( , ( ))� �, t t�
0
. If it is not true, then there exists some so-

lution x t x t t( ) ( ; , )�
0

� of (1) with h t
0 0
( , )� �� and a t t*

�
0

such that 
 k t� �
*

�
�


 k 1
for some fixed integer k and h t x t( , ( ))

* *
� �and h t x t( , ( ))� �, t t k0

� � 
 .

Applying now Corollary 1 for the interval ( , ]t k0

 we obtain

V t x t t V t( , ( ; , )) ( , ( ))
0 0

0 0� �� � , t t k0
� � 
 . (8)

Since h xk k
0

0
( , ( ))
 
 �� , condition A4 shows that

h x h x I xk k k k k k
0 0

0 0 0( , ( )) ( , ( ) ( ( )))
 
 
 
 
 �� � � � � � ,

i. e. ( , ( )) ( , )
 
 �k k
cx S h� � 	0 0

0
. So the implications (4), (7), (8) and (5) lead to

a h x V x V x Ik k k k k k k( ( , ( ))) ( , ( )) ( , ( )
 
 
 
 
 
� � � � � � � �0 0 0 0 0 ( ( )))x k
 �

� � � � � �V x V t b h t b ak k( , ( )) ( , ( )) ( ( , )) ( ) ( ).
 
 � � � �
0 0 0

0 0

Therefore h xk k( , ( ))
 
 �� � �0 0 . Thus there exist t1, t2, 
 k t t t� � �
1 2

*
such

that

h t x t0

1 1
( , ( )) ��, h t x t0 1

1

( , ) ��, h t x t( , ( ))
2 2

��, h t x t( , )
2

2

��

and

( , ( )) ( , ) ( , )t x t S h S hc
	

0
� �� ,

( , ) ( , ) ( , )t x S h S ht
c

	
0

� �� , t t t	[ , ]
1 2

. (9)

By (5) we have V t x t V t x t b h t x b at( , ( )) ( , ( )) ( ( , ) ( ) ( )
1 1 1 1 0 1

0
1

� � � � �� � . We

want to show that

V t x t a( , ( )) ( )� � , t t t	[ , ]
1 2

. (10)

Suppose that this is not true and let � � � �in f t t t{ :
2 1

V t x t a( , ( )) ( )}� � .

Since V t x t( , ( )) is continuous at � 	 ( , ]t t
1 2

we see that V ( ,� ��

x a( )) ( )� �� �� holds which implies that D V x
�

�( , ( ))� � 0, which contra-

dicts to (6). Hence (10) holds. On the other hand, using (9) and (4) we have

V t x t a h t x at( , ( )) ( ( , )) ( )
2 2 2

2

� � � , which contradicts (10). Thus h t x t( , ( ))� �,

t t�
0

for any solution x t x t t( ) ( ; , )�
0

� of (1) with h t
0 0

( , )� �� and the system

(1) is (h0, h) — uniformly bounded. This completes the proof of Theorem 1.

Corollary 2. Let the following conditions hold:

1. Conditions 1, 2 and 3 of Theorem 1 are valid.

2. Condition 4 of Theorem 1 is valid for x	�
1
.

Then the system (1) is (h0, h) — uniformly bounded.

Theorem 2. Assume the following conditions hold :

1. Assumptions A1—A4 are valid.
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2. h h,
0
	� and h t h t( , ) ( ( , ))� � ��

0
for some � 	K where h

0
, h are defined

by (3).

3. For� �0, there existsV V	
0

such that a h t V t x b h t( ( , )) ( , ) ( ( , ))� �� � �0
0

for ( , ) ( , )t S hc
� �	

0
, where a, b 	 K and a r( )� � as r � �.

4. For t t�
0
, ( , ( )) ( , )t x t S hc

	
0

� and x	�
1

we have D V t x t
�

�( , ( )) 0, t k
 
 ,

V x I x V xk k k k k k( , ( ) ( ( ))) ( , ( ))
 
 
 
 
� � �0 .

Then the system (1) is (h0, h) — uniformly bounded.

The proof of Theorem 2 is analogous to the proof of Theorem 1 and we will

omit it.

Theorem 3. Assume the following conditions hold :

1. Conditions 1, 2 and 3 of Theorem 2 are valid:

2. For t t�
0
, ( , ) ( , )t x S ht

c
	

0
� and x	�

1
we have D V t x t

�
�( , ( ))

� � c h t x t( ( , ))
0

, t k
 
 ,V x I x V xk k k k k k( , ( ) ( ( ))) ( , ( ))
 
 
 
 
� � �0 .

Then the system (1) is (h0, h) — uniformly ultimately bounded.

Proof. The system (1) is (h0, h) — uniformly bounded by means of Theo-

rem 2. Then there exists a positive number B such that for each t R
0
	

�

h t
0 0
( , )� �

�
� implies h t x t t B( , ( ; , ))

0
� � , t t�

0
.

Now we consider the solution x t x t t( ) ( ; , )�
0

� of (1) with h t
0 0
( , )� �� , where �

is arbitrary number � � �
� �
� � . Then there exists a positive number � �� �!�

�
�

max{ , ( ), ( ( ))}� � � �
0

1a b and �� B such that h t x t( , ( ))� �, t t�
0
.

Now let the function L R R:
� �
� be a continuous and nondecreasing on R+,

and L(u) > u as u > 0. We set " � � �� � � �inf { ( ) : ( ( )) ( )}L u u a u a . Then

L u u( )� �" as a u a( ( )) ( )� � �� � (11)

and we choose the integer # such that

a a( ( )) ( )� � #" �� � . (12)

If V t x t a( , ( )) ( ( ))� � �0 0
0

� � for some t t�
0

then

V t x t V t x t a a( , ( )) ( , ( )) ( ( )) ( ( ))� � � � �0 0
0

� � � � ,

b h t x V t x t a at( ( , )) ( , ( )) ( ( )) ( ( ))
0 0

0 0� � � � �� � � �

and therefore h t x b at0

1
( , )) ( ( ( )))� �

�

� � �
$
. Hence

c h t x ct( ( , )) ( )
0 2

� �� �
$

(13)

Let us denote �

"

�

k t k� �
0

2

, k = 0, 1, 2, ..., #. We want to prove

V t x t a k( , ( )) ( ( )) ( )� � �� � # " , t k� � , (14)
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for all k = 0,1, 2, ..., #. Indeed, using Corollary 1, condition 3 of Theorem 2 and

(12) we obtain

V t x t t V t( , ( ; , )) ( , ( ))
0 0

0 0� �� � �

� � � � �b h t b a a( ( , )) ( ) ( ) ( ( ))
0 0

� � � � � #" , t t� �
0 0

�

that means the validity of (14) for k = 0. Assume (14) to be fulfilled for some in-

teger k, 0 < k < #, i. e.

V s x s a k( , ( )) ( ( )) ( )� � �� � # " , s k� � . (15)

We suppose now thatV t x t a k( , ( )) ( ( )) ( )� � � �� � # "1 , � �k kt� �
�1

. Then

a V t x t V t( ( )) ( , ( )) ( , ( ))� � �� � � �
0

0 0

� � �b h t b a( ( , )) ( ) ( )
0 0

� � � , � �k kt� �
�1

and (11) and (15) imply

L V t x t V t x t a k V s x s( ( , ( ))) ( , ( )) ( ( )) ( ) ( , ( ))� � � � �" � � # "� , � �k ks t� � �
�1

.

Therefore x( )� 	�
1

as � �k ks t� � �
�1

. Then condition 3 of Theorem 3 and (13)

yield

V x V x c h s x s dsk k k k

k

( , ( )) ( , ( ) ( ( , ( )))� � � �

�

�

� �
� � � � �

1 1 0
0 0

k�

%

1

� � � � � � � � �
�

a k a k Vk k k( ( )) ( ) [ ] ( ( )) ( ) ( ,� � # " � � �� � � # " �
2 1

1 x k( ))� ,

which contradicts to the fact that x( )� 	�
1

as � �k ks t� � �
�1

. Therefore there

exists t*
,� �k kt� �

�

*

1
such that V t x t a k( , ( )) ( ( )) ( )

* *
� � � �� � # "1 and con-

dition 2 of Theorem 3 implies V t x t a k( , ( )) ( ( )) ( ) .
* *
� � � � � �0 0 1� � # " We

will prove V t x t a( , ( )) ( ( ))� � � � � �( )# "k 1 , t t�
*
. Supposing the opposite,

we set

& � � # "� � � � � �inf { : ( , ( )) ( ( )) ( ) }
*t t V t x t a k 1 .

It follows from the condition 2 of Theorem 3 that & 

 k , k = 1, 2, ..., whence

V x a k( , ( )) ( ( )) ( )& & � � # "� � � �1 . Then for sufficiently close to zero '� 0 we

have

V x a k( , ( )) ( ( )) ( )& ' &�' � � # "� � � � �1 ,

whence D V x
�

�( , ( ))& & 0. On the other hand, we can prove as above that

x ( )� 	�
1

as t s t*
� � � & and therefore D V x

�
� � �( , ( ))& & �

2
0.

The contradiction we have already obtained yields

V t x t a k( , ( )) ( ( )) ( )� � � �� � # "1 , t k�
�

�
1
.
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It follows that (14) holds for all k = 0, 1, 2, ..., #. Let T T� �( )� #

"

�
2

. Then

(14) implies

V t x t a( , ( )) ( ( ))� � � as t t T� �
0

. (16)

Finally, condition 3 of Theorem 2 and (16) lead us to

a h t x t a h t x V t x tt( ( , ( ))) ( ( , )) ( , ( ))� � � � �0 0

� � � �V t x t a a a B( , ( )) ( ( )) ( ) ( )� � � as t t T� �
0

.

Therefore h t
0 0
( , )� �� implies h t x t B( , ( ))� as t t T� �

0
and (1) is a (h0, h) —

uniformly ultimately bounded system. The proof is completed.

Äîñë³äæåíî çàäà÷ó ç ïî÷àòêîâèìè óìîâàìè äëÿ ³ìïóëüñíèõ ôóíêö³îíàëüíèõ äèôåðåíö³àëü-

íèõ ð³âíÿíü ç ê³íöåâèì çàï³çíþâàííÿì òà ô³êñîâàíèìè ìîìåíòàìè ³ìïóëüñíîãî âïëèâó. Ó

ðåçóëüòàò³ âèêîðèñòàííÿ êóñêîâî-íåïåðåðâíèõ ôóíêö³é òà ìåòîäó Ðàçóì³õ³íà çíàéäåíî äîñ-

òàòí³ óìîâè îáìåæåíîñò³ â³äíîñíî äâîõ ð³çíèõ êóñêîâî-íåïåðåðâíèõ êðèòåð³¿â äëÿ òàêèõ

ð³âíÿíü. Íàâåäåí³ ðåçóëüòàòè äîïîâíþþòü òà ï³äòâåðäæóþòü òàê³, ùî îòðèìàíî ðàí³øå.
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